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STUDY OF ANIMAL SIGNAfl AND NEURAL PROCESING!

WITH APPLICATIONS TO ADVANCED SONAR SYSTEMS

1. INTRODUCTION.

This progress report summarizes the work done under contract No.

N00123-73-C-1144. The report extends the results obtained under two previous con-

tracts. All three contracts were performed under the auspices of the Biosystem

Research Department of the Naval Undersea Center, San Diego, California.

The repo~rt begins with a summary of past results, along with some re-

marks that pertain to newer discoveries. An Important new approach to the analysis

of animal echolocation behavior is presented in Section 3. This approach is exciting

because it relates the sonar signals used by bats and cetaceans to well-accepted models

of the mammalian auditory processor. It is analogous to approaching the problem from

"away around on the far side"; a vantage point from which animal echolocation behavior

a • and the theory that has been used to explain it became much more o-ious and easily

accepted.

-AThe fourth and fifth sections consider likelihood ratio testing and signal

to interference maximization as applied to our model of the animal sonar system. It

is demonstrated that wideband signals constitute a more practical set of basis fune-

$4-f tions than sinusoids, when the receiver is completely linear.

*The advice, encouragement, and criticism of W. E. Evans and C. S. Johnson (both of
I NUC) has-been especially helpful.
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M- -- Continued.N

The Sith Cection des.cribes some new results concerning bat signals. It

was previously thought that bat signals are used to convey amplitud modulation (AM)

Information. More recent results indicate that, t agals, like those of cetaceans,

can be explained in terms of linear filter characterization This finding, however, Sdoes not negate the AM hypothesis. For certain carrier signals, it happens that AM

I can be dscribed as a linear filtering operation.

I The seven th section describes an experiment that Is presently being under-

taken as a practical test of the theory.

The eighth section describes two alternatve models of the auditory system.

I Both models Involve a set of constant-Q filters, but the model suggested by the author

Incorporates filters with narrower bandwidths, which are viewed as the basic components

[ from which the constant-Q filters are constructed.

I The ninth secon deals with the problem of mnimizirg the volume under
the wideband ambiguity function. Volume minimization is of only incidental importance

__ ftfor animal echolocation, but is of Interest to designers of conventional sonars when
planar targets are assumed.

It has been mentioned that, for certain carrier signals, AM can be described

as a linear filtering operation. This set of carrier signals Is composed of all waveforms

that can be expressed as finite order polynomials over a bounded frequency Interval

S[o, W 2. The advantages of these waveforms for characterization of time varying

linear systems and 4or communita are discussed in1Section "0o Taylor se2.es

1-2
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I -- Continued.

characterization of signal spectra providet a viewpoint from which one can easily dis-

cern the quantitative equivalence between time varying filters (or targets, or hanneWs)

ad time invariant ones.

The mathematical processes LP-olved in animal echoloatbon are intimately

- related to the processing of speech by the human auditory system. This relation is

pursuedtr-eci -Owhereji new method of extracting !nformatlon from speech is

S-sugestej. The methou can, be interp reted-as a speech decoding algorithm. Such an

algorithm cantebapplied data reduction for transmission of speech, to computer

understandking of speech, and to phoneme synthesis.

The Appendix includes some mathematical properties of the signals that
have been derved to -explain animal echolocation behavior.

1-3



A- hough the preceding paragrahas prexiew the contents of TL--t report,

NIt they way not provwde ssfflcient reason to proceed unless a partcular subject has cutt

the reader's eye. I iz advisable, then, to considere th report from the viewpoint of

Tha U. S. Navy has ,er-t more than a few dollars to su r*- thia research,

and the author has spent-more tV=n a few hours to carry it out. Tc what ends have this

time and noey been spent' The report gves some results, bu wt-t were the questios

And concarns th moti v ated-the research? Some of the questnic are well defined; others

17L S vSstem;s.

A. Spootfic Questions.
hw should a sionar system deal with the common1y observed

sititation i, which a target echo only faintly resembles a wideband trans-
7 mrniuted signal? Is there a general mathematical description for such a

pe nomenmon? Can the phenomenon be exploited for target recognition

or clutter suppressIon? Can it be circumvented so thae matched filter-

Ing can be applied to w mu~'d sonar echoes? What signals and (mere
are opt-imum for (a) exploiting or () cireumvent!ng the pienomenon?

T
, Nehalce Q.sestion.
SCan an automatic man made somar system wiupcate (or -better)

the target recognition and clutter suppression capa lity of cetaceans
and bats? How would -ich a system work?

PA
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Specific Questions.

is there a restricted set of signals that encompasses most

animal echolocatton waveforms? Is there a general theory that is

applicable to both porpoisi and bat sonar? What is the meaning of

existing neurophysiojogical and psychoacoustic data, in terms of a

nmathematical model of the animals' receivers?

B. Nebuous Questions.

If anima echo,-cation behavior Is mthemiatically explained,

what then? Will neurophysiologists and p-choacousticians be gimven

a new set of interesting experiments to perform, in order to discover

how the theory Is implemented? Can neurop!ysiological data reveal

new processing Implementations that wculd be useful to the engixneer 9?

Does an understanding oft animal echolocation let to an understand-

ing of other auditory processes, such as spee-n recognition?

T IL Communication Theory, M-eictne, and Other ApplIcations. I
I A. Specific Questions.j

How do the answers to the above questions directly benefit the

ianalysis and -- nthesis of man made communication systems, as wel
as sonar sy tems? Are there some staghtforward applications to

medicine, eg., to diagnostic ultrasiind?

iA
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I Li -- Continuied.

hB. Nebulous Questions.
11 How can other branches of engineering or science benefit

from an understanding of animal echolocation systems?I ; Most of the above questions are answered, with varyig degrees of con-

fidence and completeness, in this report. It is the author's hope tha the report

only answers some past questions, but generates insights for Interest and useful

future work. It is also hoped that the reader now has sufficient motivation to investi-

gate this report, as well as r-elated researeh, in further detail.

VO
"The prospects of using animal echolocation am inexhaustible in the area

of technology, engineering elopment and In all those problems which have been

raised by bionics. Numerous articles ar books have been wrten o this, and diverse

tt judgmnts have been offered ant special conferences and sympia. But up to now they
have reflected uually pokheses, searches, desires, and dreams rather than specific
results. We might recall here the wise words of the Professor at Leningrad University,

.A.ikhtomsiiy: 'Man is a very powerful being: if he begin- to dream seriously,

then this me-ans that swoner or later the dream will come true'. ,3

B I

1-6
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2. REVIEW OF PREVIOUS RESULTS.

5 2.1 A Signal Processing ModeL34
The cetacean sonar sgnal processor is mcdelled as shOwn in Figure -- 1.

Auditory threshold data (Figure 2-2) seems to imply the existence of the whitening filter

shown in the Figure 2-1. For a constant internal threshold T1 , the externally measured

threshold of hearing T., (wa) should satisfy the equation

Ts(W) W(w) T-

Mwhere W (w) Is the tran-ser function of the whitening filter. Given the shape of W (w)

from Figure 2-2 and Equation (2-1, one vuld expect W (ce) to vary Inversely with

S (-=, the ambient noise power spectral density. Figure 2-3 indicates that W (wc)

indeed behaves as a whitening filter.

I22 Desc-Ltq-on of Objects- Target _ansr Function.

) ) ( ~~ny engineers have u'-ggested that radar _ o _snar echoes can be described _

as linear transforma- tions of transmitted waveforms. -As description implies ta

I the Foader transform of the echo, E (), can be expressed as the product of the target

AfEtransfer function, T7(c) and the Fourier transform of the transmitted signal, U (wal:

i E( = T() U( . (2-4 7

1= _ Simple geometrical forms (spheres, cylinders cones, etc.) have r dar

or sonar cross sections, that can generally be represented by Only a few

4_V
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2.2 -- Continued.

I The firstset consists of all signals that satisfy condition (2-5). The second set consists __

of signals that are sensitive to scale mismatches of order k, k2  k, etc.

It can be sho)wn that the whitening filter in Figure 2-1 has no effect upon

target characterization with the signals (2-8), provided

-iW (w)s 2 (2-9)

as shown in Figure 2-3. Each filter in Figure 1 is then matched to a differently scaled

version of the transmitted signal, and the output of each ilter estimates the value of a
- I different target coefficient in Equation (2-3).

Turstops Echolocation Signals

The measured waveforms * in Figure 2-6 were recorded while a Turstops,

1 jj vision occluded by opaque rubber cups, was discriminating between two acoustically
12 -

different targets. 12

The theoretical signals in Figure 2-6 correspond to dlffei.nt versions of

(2-8), as listed In Table 2-1. The animal whose signals are shown in Figure 2-6 was
born wild, and demonstrated a well developed ability to discriminate between targets

r * All porpoise signals shown In this report were measured by W. E. Rv-iis of NIC -i

2-9
Er _

_ _ o_ _ _
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if Table 2-1. Mathematica!- Expressions for the Thseoretical Signals-In Figure 9,6.

. U(W) = -1. 30 e (og w) I+1j -8 o

_j 40 J - 4 log w 2r j(2logw 7t/8)

F 2. U (w)=C 0 w~ lg4 e[1- (0.2j) -(roc-'4

A12I4rlog w

-112 -4Q(ogcc) 2 J'rktJgt

3. U (W)=w e e4~ n~

-0. 2 sin(8nr log c)

tU (c)5.4 -2 009 ' -j2l g

-04 cos (4rlogw) -j r./2

1 2w-11.2 -4Q(og-w) -47 logW5.w~c e e t

e02sin (8r logc) -j r/2

P11
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Table 2-1. -- Continued.

6. u W e_0go e-2low

=0.3 sin (4Trlog w-e-r/4) + j(0.-15) r

ij A
ii-NA
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I tOURTESYOF NAVAL

;Pi 5 ASURED 2TURSOPS WAVEFORM

_ 2 P

COURTESY 0F NAVAL.-I UNDERSEA R&D CENTER

j Figure 2-6. T1hsioretlcal and Mleasured Turaiops Sonar Signals (Experifenced- Animal

Born Wild) 21 i2I
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I
y- means of echolocatton. At the time the signals were recorded this ability had become

perfected even further. -o that comparativel f pulses were used to perform the dis-

crimination.

The measured waveforms in Figure 2-7 were recorded when a dolphin was
performing range discrimination between two Identical tar-gets. The animal in this case

was a Tursiops that had been born and raised In captivity. When this inexperienced

animal was first induced to accept the rubber cups that occlude vision, he avoided large

ul objects but was very cautious about getting too close to them. The animal could not

initially find or recognize dead fish and exdibited en obviouslv startled reaction when

u he hppened to bup into one. The dolphin learned quickly., however and could soon

recognize a fish or a hand in the water. 1 was interesting that a fish held in a hand

constituted a new recognition problem, even though fish and hand could be recognized

separately.

Even after developing the ability to discriminate between targett the tnex-

perienced animal's signals were occasionally unorthodao, as sho wn i Figure 2-7. Although
the two measured signal in Figure pe7 do rot a r similar to those in Figure -- 6,

the theoretical waveforms can st be expressed in terms of the functions (2-8) The

parameters of the theoreical signals are given in Table 2-2.

I
The theoretical waveforms in Figures 2- and 2-7 are very similar to

S-those used by Tursio. This similarity ssuggests that the porpoise signals are "good

wa-vefo-.- n for target descripto- as depicted in Figure '2-5. The theoretical wave-

forms that coincide with Trls. signals can be further analyzed to determine thei

- i 2- 15
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Table 2-? MathemAtical RXPresIou for:the Theoreti:cal ignas in Figue 2-31,
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efcacy for target description and clutter suppression. as well as their resisac

to confumon wn objects are moving.

The wideband ambiguity function off the first theoretical signal in Figure

_-: 26 is shown in Figure 9,8. Figure 2-8 shows the region of the stretch axis where

typical target velocities (2D knots) would appear. TI response of the filter Uk ()_ j to energy normalized echoes of the form C- " 2 U (cik') for n = I and n = 2 cor-

respond to proffles drawn along the dotted lines in the figure.

The ambiguity fuction can be interpreted as the response of the filter

I Ut 'c), matched to the transmitied signal, to energy normalized ech-s that
scaled versions o the transmitted signaL With this irderpretation it is evident that the

signal will work well for detecting large planar objects surrounded small Raylelgh
2 13scaftterers. The sonar cross section. J T (c) , off a Rayig scatterr vanes

4
as . . Since such a scatterer is small in comparissn with a wavelength T (M1 wi

have negligible phase v-ariatilon as a function of frequency. Therefore T (W) is pro-

I porftonal to .o. . The filter's response to a plaar target is at s ='I in Figure 92-8

while the response to a Rayleigh scaoffrer is at a= -

T ambiguty anti -an also be interpreted as the response oi the
!flrk - n/" 2 U* , k5 .", _ :r _ e--1._ _e lonss _ -fa-

I MrkW t (/'\t t~ cld energy nnM~H rcnrnn of 1iith f m

is looking for C small scatterer againsU a large, flat reflecting surface, h fiter

Ifunction is k U_ (/k 4 ) and the clutter ai- the unsrlea signl wi h transform U ().
- eponse- of tWs ile to anenrg normauze echo f-rom the fist reflector Is

_ U
;- ~Thme res~x -n-z o s filter t te~enomdo e ct _i

z-ON
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__ then given by, the s k profile in Figure -8, while the .svpatse to the small scat-i ,terer is given by th as 1 pteflle.

I1 ambiguity function of the theoretical Ti~ signl indicates t!hat

tl-i waeomUolvr.we for detectfing a small c&4ect amid plarr cter. Indeed,

Mbrscmps appear capable of locating and identfying a small target tiat is Positiond

agains: a highly reflective rarfac, e-g., fish floating a ir/ water thterfrace f ish

in cotct with a roc, or fish ca a flat bottom

The shaded regin of the azn-,-!ti jflane in Figure 0-8 Mal ustat-es thatt

little csntsimi- is Itroduced by mwkg -target% since th scale fact nsom!ated

with fMC sI than whtaso i th refletm fu

71'eitgm uffceil scale s-uv o1trget descriftionbu !at hU-

WM liik mnC-id-th po- to be t pl r rsokczm

MO th I-K profflme is Emqg Iflus-mrated in FIZrt It, 'mm beSWmI hm

heto k -rfl the - s tha mt k- urofile.



itc esiw L ai&t Tarsiovs echolocatioin s1rnnlu resemble mi-

Ma~ sclesens'-ilw wavefobrms when signaltbandit Is rigidly cnmtrr-1ned.

T hese, similarities have cansed some cwfusm becats (1) badwdth =ant Lm are
ro'iidlv amnstrainsd that the sigals a-rt nc*. .2aZAciVnU resoln-T tomeasur , e .jm

I titrmed jdoppler) stretch and (2, the signas regenerally used to iwmmesfigmte fxed.
U______ tavmata. The theory of targse.* descruhicxa VA naIze n flu=neS1 rovl-des

I ~ an em-pannt-icn f Ior -both of these aiii

a aja 1
-Flter irsapr fr j-1~nnan~ n.

Af n 12:inta gggstgg se ino g dabit-rnsigaJw, LO t. l

I ~swarecihoes can be csncelvnd as Ilitar rrn.aofrm!e
Eches can then be desorihed as a sipeovl uMO target !mpse regp

I ari-~ ria - In =
r-= (wIs nmbler tranfm at h~ e rcrn= T IhA s t -ve i V-C

,wi an ve -f -raw - t'snrm-t'ttsn c4na

stwx &aMo Z h nroca-in hrf zz Jer i clu-rn

Lac-
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32.3 --Continued.

3 functions are reasonably well known (or if they can be measured) then it should be pos-

sible to discriminate against Interfering reflectors even when the reflectors have range

3 and velocity identical to those of the target.

I L~Iet V'* (wa) be the transfer function of the filter that is used to process _

received echioes, and let

(uE M C (w) U (04, (2-11)

be the echo from a typical clitter reflector. If v (t) Is the invere Fourier transfor

of V (w), then the response of the filter to a given clutter echo is

R (,r) = f (t) e *(t +~ dt (2-12)

where e tiis the inverse Fouri~r transform of E (ce). In te,.ms of spectra,
c

[ (7) =(1/ 2~r V (we) Ec*(W) e dw

-00

2-221



I Z 3 -- Continued.

3 Let p (r) be a probability density function that describes the range distribution of clutter

reflectors, where r is measured relative to the target. The expected output power

3(clutter response) of the filter is then

clutter response = Sc )I R()j 2 d 2-14)N! -s

where E is the total energy of clutter returns. Since -r is measured relative to the°C
U target, r = 0 corresponds to the arrival time of the target echo. The response of the

filter to the target echo is

jwr -2target response = s J(1/21) T (w) U (w) V* ) e dwj ,

j where E is the signal energy.

_ Since the maximum response is assumed to occur at r 0,

maximum target response = E ,(1/2r) T U (w)Vt (w) j *j- 1- (2-16)

Assuming that the noise is approximately white over tit- receiver's bandwidth, the
T

I2 I
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j 2.3 -- Continued.

noise response = (N/2) (1/2 r) d w  (2-17)

where No/2 is the noise power spectral density.

interference is the sum of the noise respons, and the clutter response.
1 T1he signal-to-inteference ratio is then

E '2 T(w)U(z4 )V* (@)dw i24
.1

Ii _81 ._= N I I ( 2 dw+Ec P(r)R r.)j id dI

£ T (o) U (V*-(,) dw

os T (aU 1*(w)odw 1 19

S I

3 2E -T

N VIV Wt dw+ w +Ep R

r2

2E2VIW w x H xV(- xr-
2T _ _f

- = - _ - -(2-16-
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- 3 -- Continued.

and

4H),x) J p ('r) t-U ( w C (E,) Us (x) C* (X) e- r, (-2-0)

The filter mtlction V (w) that maximizes SIR will maxi-mize the numgratcr

of (2-18) while costralning the denominator to be small For energy normalized filter

fuc.tions, this approach leads to a constrauned version of the ScVhwB, Inequaliy. 21 -

I The soluti-on is

V.4w) (2p/N) T(w) U (w) - (2E/2 rNo V (x) H (w.x) dx.

i M -A-(2-21)

If clutter is assumed to be "rormly distribut. d in range, then

Hbw 2rp(0) U ) (7(a) U* (x ) (" (2)

and m

;L U(2-23

2 1p T uw) V (W)+ + __o0 4Ep(O) 1 11(w) 0(w ) V+ --

n Us (2-10) and ( C-). the maximum SIR receiver for wh lie noise can

be writt- +n-

U2-25'-'U
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i ET (aw)

F ) = 2 (-24)
~~~k E c( ,

Ic
*Equations (2-23) and (2-24) give the best filter function for a given signal

The next step Is to find the best signal for a given filter.

Since wte are working with unit energy functions,

C'dW - 2 w ( - 5
I~ jVw P2dwJQ&f dw 2rE

Equation (2-18) can then be rewritten

Tt L T(w)V()U () dw
SIR 2

IU w)I o 12 w 1P U(x) G(A-.,x) U(ojdxdw

2 N

(2-26)

where

r

G(wx) f (71 Vt (o) C(M VNx) C t (x) e dr (2-ZV)

2-26 5
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-3 -- Co2m.S.

I ComparLsm of Equations (-26, 9,27) mih Equatioms (2-18, 2-20) reveals tht wen

I V (wc) is replaced by U* (co) (2-28) -

5 U (wc) Is replaced byV* (w) (2-29)

the SIR Is unchangeId. The sbstiton (928., 2-29) can then be applied to Equation

__ (9-23) yielding

T* v

0 2
E Cp (O) (w) C (w)

Inde-d, the expression (2-26) is maximized when

US; (2p/N) To) V () - (2E /2N) U* (x G ( x) dI

(2-31) -

and whne p (7) Is unformly distributed in rwe, Equation (2-31) becomes Ide-ilcal wit-h

N.4

r.Equation ( -30).

2-f _t
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3 -Continued.

-c IGiven a initial signal with Fourier transform U1 (co), the best filter fune-

don VI (w) is .- en by Equatio- (-23). The best signal U2 (w) corresponding to V1 (cO)

is then given On Equaon (-30). One can thus find the optimum signal-filter pair by
iterative substitution into Equations (2-23) and (2-30). The optimum combination will

I resultIn negligible change when additional iterations are applidi an attempt to ottain

better signal and filter functions.

The above procedure gives an optimum- signal-f pair for clutter sup-

pression on the- basis of reflector shapes, for a white noise background. The usual

background encountered in the o en ocean and in harbors is generally colored, however,

as shown in Figure 2-3. For a noise spectrumL (wc) that hs a colored component

S (c. the optimum filter function changes. Let U
cS

N1-) N/2 S (w), (2-32)
M0 C

so that the noise response in f2- 17) becomes

noise response = (N/2) ( 1/2) J V (a) c

f

(1/2J S ci (- )V dw (2-33)

2-28
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59-ontinued.

When the extra term in (2-33) is included in the denominator of the SIR in quation (2-1s,
the filter function that maximizes S, must satisfythe equation

-Ig
- ( S (c l ' (w ), ( H) 6
0 0

1. e., an extra ter-A is added to the right hand side of Eqmation (2-21).

Aga zing that clutter is uniformly distributed i range, the optimum

filter fdnction becomes

v ,)= N 
= )u'

prQ C () U2-3C
2 +~ S (w) + E p(0) IU% CQ4J 2

Since the colored noise term in (2-33) is independent of the signs], the
expression (2-30) for the opimum signal is unchanged. Nevertheless, a Bimult
solution of Equatik) (2-30) and (2-35) for an optimum signal-filter pair will generally

result in a diMerenst signal function when colored noise is ind--ced.

As in the clutter-free situation, It appears that the cptimum filter istmatcl-ed to the signal when noise is wite, but a mismatched filter is optinium when -_

2-29
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I

i

flC

Taing the mragntnde of both sides,

ECP(0)JC (w)j1

In frequencpy intervals where N /2 >p TI1 no ru'al lm nformsthmo cam be obtined

-ja ~ for making a decision about the- presence or absence of a target Therefore,

2u mxJTMJo)1- N/2. 0

C,

WV () ad V(wc) a sued tobe identic for the colored' noise sius-
Uonte bov rcdr ed to a coniradiction (230) an(2-35) gve

0 E-rT (wfl =S 45P&)V C
2 c c

N
+0 ~)Vc)~cI1-9

2

,S1
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I ~The two cm-antifles on tie rigln hami side of (p-39) caot be equal unless S i=0
A mached filter is raly cetimum when the atdifive noise has constsant pwr seta

-- Idensity-. For 4 mored xnflse, a mismatched fitr results in a lagr sigeal tointer-

fer-ence ratio.

__E

T_
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13. LINEAR FILTERS FOR TAYLOR SERIES SIG-NAL ANXALYISIS, WITH
APPUC~OS TO TRE-ORIE O F HEARIG AND ANIMAL ECHO

LOCATIO0NX

A How does one detenninme the Taylor series spectral coeffIci1ents of any

given time function? T'he mesthod that first sz-priurs to mind is to evaluate the deriva-

<-Itires of the function's Fearier transform atw =C-. Ths -method, hoiwever, ins certain
disavant.ages which will be discussed.

A better scheme would'b to De fInd a It-ear filtering operation such tiat each

coeffici-ent is determnined hrmeasuring a axmwn filier resowise- S-Lch an operation

can ineed bzee crstcted. roe' resulting processor is a oank of conrstnt 9filters.

Me~ imporiance- of this filtering technique Is that the resulting uroc-essor

Corresponds closely to nsrchrmcoustlc models of the mammalian anditory spectrum.

analy zer. Thecorrespondeance in~L'es thet the scmrnd processors of porpoises, bats%

and necle ane a11 designed for Taylor series spectral anlsi -the efficien-t utii-

zatifon of theswe proceassors as sonar receivers invokves the transmisdsion of a particular

set of echok6ca-ution signals. This sfalset Is the same as the one described in See-

tionm92

In summaryv, one can start from the premise tha signas aret-o be analyzad

to terms of their Taylor series spectral coefficients. Wit1h this premise, one can

derive both the gfnal1g am!x the sontar processors that are employ-ed for animalI ec-ho-

Iocaldon.
W-
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3A Taylor Series Signal -Analysis.

Sujics a eceredsigal!(t)Is tobe described in terms of the comple
power series coefficients of its Fourier transformt F (w-) L Ie. in terms of f ,=

0
f. . where
n

n=o

A stralghtovwa way to AObi th Yuytalor coefficiets n! fiso

multlniv M (ty Un t) rind measure- the &L a. evel of the resultliw fumition, ILe. , to

dIn
Such a procedur.e Is dLsadr.antageous betause it involves a nmlisrar amr-

ation In the time domain and becamse It- assumes tht the time of arrivoal of! (t) L

Iwotmn. ItUs alsowlyreasonabke If 1(t) hs a knmi dazntlmm T. so that (-3--2) can

be dmatermined bye Uwoerutle-n

Ol m fr' m
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I °

3.1 -Cont edl

The interval aT 3over which f Q is not Identically zero must be "el

def-Ined a priori, -unless there is no extraneous noise.

When white noise is added, the ratio of signal power to noise power at the

j output of the processor (3-3) is

ji uI- (a+l-! i -f
r ml

t 2m dt (')

0

wPAe Ai /2 is the power svectral densit of t'he added noise- For T =1, (-4) indicates -

that; the ;gnal to ni-f ratio increases with m. so that the dger order com-poits are

more ac-crmty estimated than the lower order ones. ine lower order term however.

are generally more important than the hijgher- coeffficients if F (-)is to be sroxlni"dm*lh
ov.er a ounded fencyinterval withl a finite m-rof coeflliezwts. 7';- dependence

of sigr to noise ratio on the order of the estima-f e-di coefficits must be listed as a

di sadvantaae of the Tasthod described by (3- 3).-I
t-e aboe cnisaovantages will be overcome if we can B!a set a m or-

related, unit enmonr n s 0-. (w) with t o h

1 Jo --rnA (W)

I
Io
* -3_



33.1 -C4ntined.

To Toay that the urnit energy fwicrum~ns o )are nels L6 to -V_

that

13~ n In cc,-

EM -- =n
ID A a)wa br

I Enct! s -i'the prcwrtieff t-5 and 10-= can hema utF- oter- the

TW'or a ofiven sa: Tlhe n-thad is rmh; -y sUR mstute (3-5) !fca

R-Mb sies of 1-lcan ble mutfflied 1wC imi t 6 c4

II
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3. 1 -- Continued.

C (m) - 1 F(() M M L M W) (w.
n=O

(3-9)

[ Taking the Fourier transform of bcth sides and utilizing property (3-6),

S(W) () )0 (w)e d f f R (t) (3-io)
2-- o o i m O. Ytt(4)

where

R (t) = 1(W) 2 t (3-11)

is the autocorrelation function of the time signal 6 (t) whose Fourier transform is

~,(W). Sincem

maxR. (t) ifwo)2 r 1

t ~m 27.

i we hWve

max F ( o) ( diI ) (3-12) 4
0

3-5
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3.1 -- Continued.

The apprormaton in (3-12) depends upon the extent to which the inequality (3-6) holds

true. It rill be shown in Section 4, however, that the f ' can be accurately deter-

I mined even if the "much less than" sign in (3-6) is replaced by a simple "less than"

sign.

i A set of functions that satisfy (3-5) and (3-6) has already been derived.

The sigrtg are given by

din (to) - u(c/k") / 1/2 (3-13)
n n

I where U (w) is given by Equation (2-8) and E is the energy of the function U (,/kn)

nu lWriting the left hand side of (3- 9) in terms of U (wc),

C -1 F(M U(w) V (to/ km ) (Eo E ) 1/2

_ I CM) C (m) F (w) ( m

-1 UM - W

/2

_ (E Em)

_- _ IC(mW 2- F(W) [C /2 ) ] U/m/2) 2-
..LC~~m) (m 212 [em 2) [ [Uw

(Eo E -/2
o m (3-14),

3-6
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II
3.1 -- Continued.

frn nass f (I through a filter with transfer function uroportional
m/2 2MI to IU (c/ ki

The filtertransfer functionsi U (w /k ) , m= 0, 1, 2, .... , N

constitute a bank of constant -Q filters, since each transfer function is a stretched

version of the preceding transfer fmction. More exactly, the ratio of center frequency,

wo, to centralized mean squsxe ba-dwidth, ty- is constant. The constant-Q prop-

erty is easIly demonstrated by defining

f c 2 i U (w) 2U( dw

N € cheanging varia=bles in th integrals, it iseasily showu that when U (w.)-o U (w /k- / )  N

0 o

D - .. .- m / 2 D
.1 J

00-

and w rembs nchaged
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3. -- Continued.

SII-he above mathematical manipulations can be summarized as follo s:

In order to measure the spectral coefficient f of a given time function

(t), process f (t) with a filter whose transfer function is I U ( k where

f (w) is given by Equation (2-8). The ma/mum filter response is proportional to

vrovtded the parameter k is sufficiently large.

To mea-sre all the coefficientsf f f.. use a bank of filters
19 N

with transfer functions J U (wk - n =0 , 1, 2, N. This bank of

filters has the property that all the transfer functions have the same Q, L e., the

-& same center frequency to bandwidth ratio.

If one Is interested in the spectral Taylor coefficients of a filter with

transfer function F (w), one can pass the signal u (t), with Fourier transform U (w),

through the filter. The resulting signal (with spectrum F (w) U (c-))can then be pro-

1 cessed with a bank of filters whose transfer functions are proportional to U* (c / kn ) ,

n =0, I , N. This filter bank also exhibits the constant Q property.

If one we-re to find a constant-Q filter bank in the laboratory (or in nature),

and if the filter transfer functions had the correct shape, one could conclude that the

filter bank is designed for Taylor series spectrvi analysis. The filters could be used

for characterizing linear systems if one could generate the proper signal, u (t).

VI _qI_
ti
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i 3.2 The Ear as a Spectrum Anavzer.

As a consequence of masking experiments 2 and an analysis of
27

cochlear dynamics , the -human ear is commonly modeled as a spectrum analyzer

3 composed of constant-Q filters. The exact shape of these filters seems to be dependent
78

upon the level of the signals that are used in the masking experiments. For reasonably

low levels, however, the shapes of the ear's filter transfer functions are very similar

to the shape of U (w) where U (c,) is given by Equation (2-8), provided f G (w) I =1.
l That is,

J2
t = eAlw) / logkJ j2rnlogw/ logk (3-1)

24

where n =0, *1, ±2, Counsider, for example, Zwickjr's excitatioe curve for a

I kHzi signal at 40 dB. Zwicker's curve, plotted In terms of voltage level (rather than

dB) vs frequency (rather than critical band units, is shown -i1 Figure 3-1. Figure 3-2
2-

is a scaled version of the function ep -32 (log w) . The twocurves are verynearly

Iidentical.

As a Conseauence of this similarnft can be rostulatmd that the car na 1.

sea signals in termas of the Taylor coefficients of their Fourier transforms This obser-

vation may be very important for the efficient analysis, synthrts, and transmission of

t*peech.

There is one disconcerting aspect concerning the similarity between 'he

curves in iguros 3-1 ad3-2. If

N
h U(o = exp rf-32Q(ogcw) J17

p5 3-9
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3.2 -Cntinued.

U thenlogk = 1/32 * or

k = 1. 0318 . (3-18)

When n (W) is defined as in (3-13), the left hand side of (3-6) becomes
max lx (tl km) where IX (r a) is the wtdeband ambiguity function

t Im IMU

of the signal ith Fourier transform (2-8). It can be shown (Appendix and Reference 3)

that

I maxIX~(t,kP-n) ~2 _mn)/2(-9

t I

For(m - n)= 1, Equation (3-6) can only be written with a simple "less than" sign (rather

than <<) for the value of k given by (3-18). This situation is not disastrous, however,
because a ar transformation of the filter outputs can still result in determinaton

9 the individual coefficients fm" Such a transformation arises naturally when a likelihood

ratio test is applied to the filter outpu.s. A receiver that implements a likelihood ratio

Itest is discussed in Section 4.

It should also be mentioned that the bandwidths of the earts filter bank mav

be increased, allowing for a larger value of k. * D. X Green2 has found that human

listeners increase their effective bandwidth to detect a wideband noisee-like signal masld

-by additive noise. Green's data suggests that "crtical bands are not fixed in width but

are adjustable so as to match the particular detection situ-ation.

'It is shown n the Appendlx that the centralized bandwidth IS p-oportiona to t s re root of
k3 / 2 (k 1/2 _). A larger vale of k thus implies a larger centralized bandwidth, and
conversely.

3-12
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3.3 Animal Echolocation.

The foregoing results provide an extremely simple and elegant approach

to our previous observations about animal echo!ocation signals (Section 2). Suppose that

agiven receiver analyzes auditory signals in terms of the Taylor series coefficients of

their Fourier transforms. If such a receiver incorporates a constant Q (or critical

---1 bandwidth) filter bark, it effectively performs the operation shown in Equation 3-14.

According to the left hand side of 3-14, incoming data is multiplied by U (w), where

U (w) is given by (2-8). The resulting product is then nultiplied by T* /k
me=O,. 1, 2, ..Im

Consider the utilization of such a receiver in a sonar system. As before.

it is assumed that targets can be characteri7ed in terms of their transfer functions.

- Letting F (M) represent the target transfer function, a target can be characterized by

transmitting a signal U (4), as in Equation (2-8). The echo is then the prrnuct U (t) X

F(w). ThisproductshouldbemultipliedbyU (m/kn), m=0. 1, 2,..., asi

Figure 1-1. in order to determine the puwer series coefficients o F (-w).

Given a set of constant-t) (critical bandxidth) Rita.7. s nahral method of

signal analysis is to determi e the Taylor coefficients of received signal spectrx. Sonar

or-~geti descption can then be accomplished by determining the Taylor coefficients of

target transfer functions. The waveforms that should be for such a charcteri-

zation are tie set of signals that have already been matched to those employed by the

Atlantic Bottlenose olphin Filtered versions of the same signials are used br the-

§- Ibat Mvotis lucifugus. This observation Is further discussed in Section 6.

1 3-13
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3. 4 Discussion,

Our model of ear as a particular kind of spectrum analyzer justifies tihe
use of a specific class of functions for animal echolocation. The fact that these fPnc-
tions are actually utilized by bats and dolphins &-ds further validity to ur model of the

auditory processor.

The above anlysis strongly suggests that the class of functions (3-16) is
suitable not only for utilization by animals, but by humans as well. indeed, when a
dolphin-ike puas is reflected from different targets and suitably scaled, people can

73hear the difference between the echoes. This experiment, together with the fore-
going analysis, suggests that the sigals should be incorporated into ultrasonic guidance

r30 3 1deces for blind w ple and into small s. a for scuba divers.

Finally, the above rsults suggest that a study of anima" echolocation can
pro-vide impor clues for analvss of speech, both of ceiaceans (if their communication
sounds ca indeed be classified as speech) and humans. These ideas will be recasidored

m Section 11.

I3-14 IM
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1 . IKELIHOOD RATIO0 TES-'TMhG WITH FILTER1S THAT iMAPLEMEN--T A

=~A TAYOR SERIES SPECTRUM ANLYI.I
I4.1 Processing the Filter Responses.

I The receiver in Figure 1-1 does not fully speciffy the processing that shoild

be applied to the outputs of the constant Q filters. A more complete specification can be

I obtained by subje-ing the filter outputs to a likelihood ratio test.

The filter outputs are to be processed in order (I) to detect a signal with
known Prier transform F (:-) or (ii) to estimate the Taylor coefficients of F (c) 'w-

they are not known a priori, i.e., to perform Taylor series spectrum analysis.

When the tit signal ha- Foeuier transform F M U (), it will be shown

that the same initial operation Is performed on the recef ver outputs (i) to decorrelate

the noise responses for maxmum ittithood detection of a known spectrum F (cc), ad

(i i) to determine the Taylor coefficients of an unk-nown spectrum F (4. It wIU be shown

that the ideal detector implements a simple correlation process on the filter outputs,

while the maximum likelihood ectimator measures the mean of a transformed version

p of the filter responses.

rIn the case of sonar, U (-) is the transmitted signal spectrum, F (U.) is

the target transfer function. and U ( ) F (1) is the echo. When F (I Itself is the re-

caved signaL one can deter mine the Taylor coefficients of the spectrum 11 (co,, where
F 19M) -- H fe) U (.4. Since the function U (_c) has known coefficients, the coefficients

of F (w) can be determined from the measured H ( coefficients. R will be s ohn hat

the F () coefficients 2-e ob.tained from thowse of H (=) by means of a contoluion operRtion.

-!
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rgz-t 4.2 I1w Covariance of h'e Filte-r Rlesxsa*s nbwith hte Noise at the !nxa.L

Assuming that the receie signal has a spectrum F 1c1 " ('1 or F (&0)

H (w) U (M), we want to determine the Taylor coefficients off F (w) or H (- According

I to (3-14), the signal can be analyzed with a bank of filters with transfer fi.cionIi' UW k,/ I/ C m(E) E m m= 1,2, .... To drmi the weightedcoef-

ficients C (m) fr, the fl-ter bain conaists of unit eneiy transfer functions

where EZ ) UtF/ Et .'Z

ILet
N (t) -ise at output of filter mnmber m

m

SZ (t) impulse response of filter number m
-In

= inverse Fourier transform of Z (c)
m

I ~t = nlseat thekirput

I! (I = autocorrelatioo handton of N

The likelihood ratto test involves a computution of two covariance matrices

K ((or noise alone a:- for signal pi us noise) at t'e filter outputs. To compute the noise

covariance matrixa the filter nipts, A-n musr determine E JN~ (t) Nrn t)I

n In

Si2
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i ___ __ ___ __4 2_- __

I where

N(t) Ntx) z (x0

N ( = N -z (-dy-- c (4-2

In °

FroM 14-2)v

E IN (t)Nfl NF JN.-- In M f D z0 (xz xd

-N '

4X R,14-11)z Mfdy

NS

Assuming that the inpt n is ite, te..

(x N/2 6 (x -v) (4-41

z-0 5

(4-51FRjT~s j2 =lJ "Z-"



I For U (z) given by( I1

nI

chler, the response of the mi fiter (with trn fr fundiaon Z..(411is

_FcU~o Z d

r _u

7 - e did

ma V...

nr

n=Ot

=0-

ICtur XI2
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I4.3 -Continued.

Letting

f f C C(n) E (4-8)n n r

anid using the relation ('see Appendix)

2
(0, n -r,) V-(n -m) /4 (4-9)

X Ira

Equation (4-7) gives J 1  ~24

0 -1 4N /

g jtC1/4

IT'

(4-10)

* 4-5
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i 4.3 -- Continued.

Letting K be the covariance matrix of the noise outputs, Equations (4-5)p (4-6), and
-0

(4-9) Imply that

@N N

K I N = o - (4-11)

or

N K f (4-12)
0

Another covariance matrix must be computed in order to apply a likelihood ratio test.

This matrix is the covariance of signal plus noise at the filter outputs. For noise with

zero mean, the elements of the matrix are

E{[jN) [g_ + NA(t)1] E {g4 E Irk*

where it has been assumed that the components gn correspond to a deterministic sign,

sothat E gg; E g0 )E g

Letting K 1 be the covariance matrix of jilter outputs when a nonrandom

signal and additive noise are present at the Input of the receiver. Equations (4-13) and
li (4-11) gve

SIn Equation (4-11), the symbol ' f (n, m) ] indicates a matrix such that the element In the
th row" and mth column Is given by f (., m.

4-6:1
!I
>xI
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4.3 -- Continued. UR
04

N-(n-) /4

K =K (4-14)

_ 1 32
Assuming that the input noise N (t) is Gaussian, the likelihood ratio test

compares the quantity

T T IT TSNI(Lt - - - -_ - (4-15)
0 0o - -

with a tbreshold. In (4-15), R is the data vector, i.e., the voltages tht appear at the

filter outputs at any given time. The vector MI is the mean of the data vector when the

signal is absent, and M is the mean of the data when signal is present. For the case

under consideration, M = 0 and M = L_ Finally, K = and Q = KI-1
-o g1 o =0 =1 4

For the case of a nonrandom signal in the presence of white, Gaussian

noise, we have determined that K = K in accordance with Eauation (4-14). In such
M s32

a case, (4-15) simplifies to the expression

t) T - -- =  Q RT Q g (4-16)

The above expression is very meaningful in terms of Equations (4-10) and

(4-111, since

a- N
S=-_Q g. (4-17)

T

4-7 _
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I Substituting (4-17) into (4-16) and neglecting the constant multiple N /2 (eince a constant

multiple merely changes the value of the threshold),

N
£(RI) T j = rn f n (4-18)

n=O

Equation (4-18) describes a correlation process. The filter outputs r
AnIare correlated with the signal coefficients f. The process is Illustrated in Figure 4-1.rn'

In (4-16), the receiver operates an the data vector R in such a way as to

diecorrelate the noise readings. The transformed data shculd then be correlated with

the expected values of the filter outputs when the signal is present. These values, how-

ever, are related to the weighted coefficients C (n) E 1/2f bv a transformation which

ois the Inverse of the first (decorrelatlon) transformation, The result Is a direct cor-

relation of filter outputs and known coefficients, with no matrix transformations at all.

5 4.4 The Effect of Linear Filtering on the Taylor Coefficients d a Signal's
Fourie-r Transform,

It has been assumed that (i) the irput noise is white (Fquation 4-4) and

(i1) that the desired coefficients are thosre of F (wo), where the input signal has spectrum

F (w) U (w). With these assumptions, a simple processing implementation has been

3 obtained. In the interest of simplicity, it is therefore reasonable to assume (I) that a

I

* 450

a 77
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4.4 -- Continued.

whitening filter precedes the receiver when colored noise is present and (i 1) that all

input spectra can be written as the product of U (o) with a finite order polynomialN" n
n1=0n

- To discover the effect of these assumptions on the measured coefficients,

= it is necessary to investigate the change In a spectrum's Taylor series when the corre-

sponding time signal is passed through a linear filter.

Consider the product A (w) B (w), where A (o) can be visualized as the

3Fourier transform of a signal which is processed by a linear filter with transfer func-

tion B ( U). Let

-a 2W (4-19)
0 2 N

2 N

B(o) b + b +b (420
b o 1 2 .N

SN.'otce that I nfo Is neither band limited nor energy limited (square integrable)
11n=0

for N bounded and 0 g o ! co For U (w) given by (2-8), however, the function

N n 2
f U (Io)is both band imted (in the mean square sense) and inL (0,).

AP n

1 4-10
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4.4 -- Continued.

Then

C-) = A(w) B ()

-cl + +0 9 W e +cw (4-21)

where

co  0 . .... 0
0i a

c, Ia2  a1  .0 b

1 0

J a a . .0a,0

I aa-

jN NY % . a N i
N-I a_ a_

Ifc10 0 a. iN+2 ... . .

-• i "

c0 0 aN (4.a

.4-12.) 1_
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4.4 --Contiued.

5~Now consider the convolution of two signals a (X) and b (x)

c r) = a(-r-x)b(x) dx a(x)b(x) . (4-23)

The convolution of the vectors (a and (b., b , b) is then obtained ky

reversing the a-vector and translating it with respect to the b- vtor. For each trans-

lation, the convolution is the sum of the products of the corresponding elements. In

matrix notation,

oa 0 0 .t...0 b

C2 a a a 0 .... 0 b
20 2

0 2N a,1a

0 0 N .-0N+2 al 2 u

.11:j
5(24)

4-12
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1 44 -- Continued.

I Comparison of (4-22) and (4-24) demonstrates that the Taylor coefficients

of the product A (w) B (w) are obtained by convolving the coefficients of the individual

ISince the coefficients of the product of two spectra can be attained by a

convolution operation, they can also be obtained by a multiplictilon of Fourier trans-

forma. One can construct pulse trains of the form

ap(X))=N' a r (x-2n)
P n

n(4 (2 5)

N
b (x) b brect (x - 2)

pn

I where

I
=_ (i ,Ogxc I

0 !C xO :5 l5 rect (x) 0 s 0x i (42G)

-I
C (X) = ( fx)b (x)

p I- pn

cn tri (x-n)

S4-13
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14.4 --Continuedt.

I where
x , 5 Ox -

tri X) { 2-x, 1Sxs2

x<O, x>2
(4-28)

fliT coefficients c in (4-?) are given by- (4-24). To obtain these coef- --

n

ficlents more easily, one can compte Ap (,u1 and Bp (), tMe Fourier transforms of

a. (x) and bp (z). The function Cp Ix) B9 the inverse Fourter transform of Ap (W) x

As in the more conventional allysis of linear systems utilizin sine waves,

Fourier transformation is seen to be a valuable tooL Usually, Fourier transforms are

multiplied in order to compute convolutions that describe time functions. in the above

-- analysis. Fourier transforms are again tilized to compote convolutions. For Taylor

series spectral analysis, however, the convolutions describe functions In the frequency
domain. Convolutin of two time functions is Rquivalent to convolution of their Taylor

series spectral coefficients.

4.5 Detection of a Signal F (w) with Known Coefficients.

In jorder todct a kon sl n IF (w)(rather th F ( w)U f,--with spectraI

coefficients f, Equation (4-18) implies that the filter responses z should be correlated

withhIt i.e.

I
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A. -- Coamntned

1 M(1 rh (4-29)
n n

I where, from (4- 8),

S 112

h C@)E Ii (4-30)

r so that

N n h (4-31)

n=O

TMe vetor h corresponds to the coecents of H (co~. wim

If U () a coefficients u~ then -tooin i =4-261l

4-IS5_
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[ _--Contnud

SEquation (4-33) can be written

5T

Iwhere 1 is the squjare (N x N)1 mazr~x in (4-3.3). The filter ocipts in Equar'n (4-31)
1/2should t refore he correlatedw C (n)E h were

ni n

T ~(4-35)

and' f corresponds to the kown coefficients of tie input signW spectru-m (or awruxIma-

tions to thoe coefficients that are valid over a bow-ied frewtznv Internal).

Theprocess is sh- wnin Fire 4_ 2 in ters o Figure4--1 F () is writ-

f ten asliw-l U Ve. rm receiw-r then works to detect H () s in Figre 4-.. where
-1

flit. 1F (zorh=

a ~ nEstmiation of LIjauown Spectral CoeffEients.

V, Uf-th signal coeffiacients are ukoorn, thor- can be estimated hrv deternun-

a- iti ti w~r nlfU value 0! the r- .. .dit- densi1v frtnw of te9u-1- o b s e r7tia-

-huen tl S'I.sprer jfltjnvg pjfl~tepL011v nst fimeto

IA
A t

I i
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4.6 -- Continued.

describing the filter outputs in the presence of a signal, the coefficients gn (Equation

4-7) can be estimated by setting

gn logrp(R I H1 ) 1 = 0 . (4-36)

Equation (4-36) leads to a maximum likelihood ( M L ) estimate3 3 of the g coefficients.

Once again, the fact that f is determined from g by computing Q0 Z (Equa-

tions 4-17 and 4-8) results in considerable simplification. Consider an M L estimate

performed on Q r, rather than on r itself. The transformation 9 causes the noise
=0 _-0

readings to be statistically independent. In the presence of signal, Q _R is a vector of
=0

independent Gaussian random variables with means given by 9g = (2/N) f , from

Equations (4-7) and (4-17). The distribution p (Q9 R H1 is therefore maximized by

determining the mean value of each element of the output vector 9 0r

E Io EI 1 =(2/ N)f

- - ML estimate of f , (4-37)

32
The notation used in this section is from Van Trees' book 3 . By using capital R and

lower case r, Van Trees distinquishes between a random variable (B) and sample
values of a random process (r).

4-19
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4. -- Continued.

where, from (4-,V? :

f = [C(n) E -1(4-38)
n n " n

The above proress is Illustrated In Figure 4-3.

The processor in Figure 4-3 estimates the coefficients of F (W), where

- the r~ceived signal is F (w) U (w). If the received sign.r is F (t) alone, one can use

the same procedure to estimate the coefficients of H (w), where F (co) = H (w) U kw)

To obtain the coefficients of F (w) from those of H (w), Equation (4-34) can be invoked.

The resulting process is shown in Figure 4-4.

4.7 Relaxing the Decorrelatlon Requirement.

Equation (4- 17) implies that the Taylor coefficients of an Incoming spectrum

can be estimated if the K matrix (the covariance matrix of the noise responses) can be
=0

inverted. Inversion of K is possible if its determinant Is nonzero, i e., If the para-
=0

meter k in (2-3) and (4-10) Is greater than one. In other words,

( n- m)2/4 n - mk= x (0, k < 1 . (4-39)

it has already been remarked that complete decorrelation of filter transfer

functions is unnecessary. It is not necessarily requ|ired that Xuu (0, knm) be

much less than one; a simple "less thnn" sign is sufficient.

4-2
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4.8 Detection of a Signal with Spectrum F (w) U (w) when the Power Series
Coefficients of F (w) are Random Variables.

The receiver in Figure 4-1 is easily generalized to the case where each

coefficient f is a random variable with its own probability density function (pdf). Target
n

coefficients that are random variables can result from the aspect dependence of a given

reflector and! or the diffurences between in lividual members of a single target set e. g.,

the set of dangerous sharks.

J Cr
Unless a reflector is extreme y symmetrical, its transfer function F (wc)

will be dependent upon the position from which the reflector is observed. The Taylor

a series coefficients of F (w,) are therefore dependent upon aspect angle , 6. Let P(fn16)

be the pdf describing the aspect dependence of each coefficient f . For a particular
n

target, P If j 9) equals i [ f - f (6) ], where f (0) is a deterministic function describ-
n n n n

-ing the aspect dependence of f . For a set of similar but not identical targets, P (f 1)
n n

has a nonzero variance. Let P (0) be the probability of encountering the target from a

particular aspect angle, 6. Then the pdf associated with the random coefficient f is
n

SP() = P(f I0) PW()d6 (4-40)
4

Figure 4-1 summarizes the analysis in Section --3, where a likelihood
I ratio test is applied to a receiver with filters Z (w) = U (c kc / El/a The

test consists of correlating the filter outlts with the numbers IC(n) E n i w

- If 1 is a set of N power series coefficients describing F (O).
n- 01

j The aspect angle 6 is a scalar if the problem ie consider-d in two dimensions; 6 is a two

term vector for three dimensiomal pcoblems.

NIt -A
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4.8 -- Continued. _

When the coefficients If I are random variables, it can be shown7 that

fr

cLj. = (n) E r (4-42)

Therefore,

I~ MB (n) E" rf (4-43)

where m

I f f f P~)df~ (4-44)

-a-

j Substituting (4- 40) into (4-44)

1 4-24 4
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4.8 -- Continued.

71
f P°f 8 ()dGd

El 191 o P(O dA (4-45)

where the conditional expected value Is

!; i f P , f D ) df .(4-46)

I if the problem is to detect a 3ingle, well-specified target, E is

just the function f (6) describing the dependence of each coefficient upm- aspect angle.

In this case,

In f I (e, P ) dO (4-47)
* n

* and (n E F -)dP(

4 -25
--u
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4.8 --Continued.

U ~e ~ ~ W) ~ flue ~ P~bility of viewing the targetfrom a particular aspect angle, 6. 
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I5. SIGNAL TO INTERFERENCE RATIO (SI0 ) MAX)IMZATION USING
LNEAR DETECTION.

5.1 Linear Detection of Received Signals.

In radar systems, decisions are usually bassed upon an envelope detcted

or squared ,: rsion of correlator response. The reason for such nonlinear processing

is the elimination of "fine structure" within the autocorrelation ftmction. This fine

structure resulto from modulation of the basebmd signal. If the signal a (U m-dulates

- a carrier with frequency ,- the autocorrelation function of the modulated signal has

the same envelope as t e autocorreLation function of u (t). The phase of the autocorrela-

tion function varies as w t. This phase variation is the so-called "fine struct-.e" which
I

is eliminated M order to feed a "cleaner" signal into the threshold detector.

II An important difference between wideband sonar and radar (or n rrowband

sonar) is tha the baseband signal is actually transmitted wlthout modulating a cardier.

All operations can therefore be carried out at baseband frequencies, and the autocor-'la-

tion ftionion (for a properly designed :ignall is no longer corrupted hy the -ie struct-ure"

of radar theory.

I Decisions can therefore be based upon the response of a complete'v linear

system. Complete linearity is advantageous beca-se phase differences can be exploited-

for bot-h cl ur ppression and enhancement of signal to noise r-no.

For clutter supres.r, one crsn design a filter so tiat the maximum

I response to an un-anted reflector cho is ne ive, whereas the maximum sponse
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5.1 -Continued.

3 to the desired target is positive. Square-law detectors would reqre the unwanted re-

flector to invoke a filter response whose magnitude was sma-il.

IE
For noise suppression, one cam Ignore lare-negative filter outputs if the

respore to the desired signal is positive. Hlf of tbe noise-induced pealks of the squared
filter response are thus ignored. As one would expect, the resulting signal to noise

3 ratio is doubled, just as in comparisons of coherent ;s. noncol'erent detection.

5.2 Sig Designfor Linear Detection.I
if linear detection is to be used. the autocorrelation fincZ. should idealy

Shave onhy one positive peak. It would seem. ho-ever, that large negative s4delbes are

nrmissible. T-he large negative sideicbes of the amtocorrelation functinr in Figures

5-1 and 5-2 will not not induce false triggering or range ambiquities if linear detectim

is used. These autocorrelation f -nctions correspon to k = 1.5 and k - Eqiatn

I 72-).where Gtr~ 1_ These k-vaks~ boazxi0 most -of the animal signals im
have been studied tus far. In Tables 2-1 and 2-2 for em k - 1i65.I

.Alto large negative sideictes are nermissh=le = the viewon of

range amiguity peaks, such sidelobes are azrnrentlv no desirable for the resol-in of

two closely spced targets. A small positive peak can be aasked by a larger negative

5peak, corresponding to a lar nea±L7 reflec-tor. 71-w petk W sideicte ratio impuiroacb

asIriz mdelaser.assflOwU in Fre -31

* -f mions .n Flu_es 5-1 troupt 5-3 were computed a M

Id piU- y HW zo
* 5ESTj

-I 2
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5.2 -Clin-i-d.

A smtall target m~ar a large v~ ill n be detaiabU~e in temi dI-gse tmag

tude of a sinle matched ff Hr's response. TMpresence of a adfoaal tarret. hn'-emr.

I willH change ithe sbape of the filter ms~.This ampecnge sbouzM be dtectable

P-Itering with scaled vesosof the tmnqi.*.P-I soectrun. as lisozss? in Secetitns- 3

Whnlnear SetInn is used i1n counefftmn wii- the signas 4-). f:-:ere-

solti(N of cle spaced reflectors is ac-mdm by rec&Ili the Two reflectors as

(Me comue arget. Theweitne ftotagt s hnSnn yTalrsd

snetrl naysl&- Frmlsvvepi sign'-I wi~ large nmgtiveasonatn
sI-dles a~r_ al;-- e rislhdc..

5.3 Sig'-lltpo U au- fobr M a- m i ff u e.-& I3~ I ex

wvemsios of M sigpa'

r~~~u u.. ='=
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3 -- Continued.

and where the parameter k is sufficiently large so that

M m: X (T, k) MuU nn 1_2

The filter is modelled as a bank of matched filters with transfer functions

n

Z1) = w'U (a) / E . (53)

F _A weighted sum of the filter outpats is used to determine the presence of a ar- , as

shown in Figure 5-4. The weights v are cons! rained so that M

iN NN V = I . (5-4)

The target transfer function is defined as

-

! I °I
zj0(w) X n (5-5)

i The targtet echo Is Mi

A,
In

n- n--- = A
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55.3 -- Continued.

N N
F (co (W) = L U( 1

Tn-n m=O

%

r=f u U(-% +- (cou +lu) toU(-)-_

00 1 :

2
+ ( o ufo c u +cu) to +4+f . .. (5-) --

The clutter ecmo Is

N IN

C T = ( oto ) = 3oU'fu y rn + m U f)

= uI U Ia) 4(c u ec ii, w Uw-
0o 01

2
+(C U+ U + C u) t W ) . (5-8)

The weighted suim of the filter outputs Is

I ~ ~ ~ ~ XVOLv'LL ±f utv -"f u + f uv .

1T (f ,,-.9f l

I9 -
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5. 3 -- Continued.

= ur~ ~~~frta targett "d +(e +cur 'I 2 ±c cul +* _(Coo) O  ( O  CUo) V, ('c u +l C v 2

for the clutter.

To madmize thi signal to clutter rai one can maximize the differece

nit coetna 4ts non In other words, one2, Z - Z with cojnrin~s on Ij nd "t' ' v
BT cn'

_ can mauimize the quantity

J(u, ) = ZTY - "kv I JUn1V r .[ bn -i')

n=O n=O

Differentiating J (q_, v with respea to v and setting the result equa. to zero gives

fa-

if ( c 1)U. 2Xv n W

~i +J =n

or

vn 2 S ,j (ic)u (5-1%)
T(f-15 i +j =nB

FE
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i .3 -- Contlied.

j m matri nolatlon, with A I /:'

v ° ( c 0 . 0,-
0---Ii i __ ___

-A v co 0 .' . . . o u %

5-3 ((Co-t1n3.. (

N ~Diffel-ntlating (u, v) with respect to u and setting the remecu tzeoges

(__h n matri noainwihA12

" (fi 2- -' C . .

jo NIL 1, 0

i
0 0 0...... (f- c)

LN -

(5 14y,
(5-13)

DiOrnitnWN~ y ihrsett i n etn i eul qa ozr ie
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i i 5.3 --Contined.

in othier words,

Tuy u Av andv=Aut  (PI r)

~T where A is the N x N matrix in (5-13). It follows from (5-15) that

liT _T
U=A A u (5-16)

and

v- =AAT v (5-17-2

so that ui and x are el-genvectors of the transformations A A and A A respeetireir.

For ex-ample, suppose that we wish to detect a planar reflector with Fft41
H3amid clutter withw =- w .j T h en, -tor N 5.

Ii 0 I 0 0

'0 1i 0 0 0:

t 0 1 0 0~
A =(5-38)_

10 -1 0 0 1

S-12
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S. .3 -- Con-inued.

I 2 00-161
0 2 0 0 -1

A A = 0 0 1 II 0 (IP

i-1 0 0i I 0

o0 0 0 1

1 0 0 -i 0.

0 0 0

A 0 0 1 01

An eliwector e, bith (5-19) and (5-a IS

0I

0

U =V -I

0

N-uice, h-ow~er, Sha the smmticesA it d A AT oldrtFci

ndC Ito I. (be must thernefore check to se i t:-.t SIR h"s been maximized or

unnuize. Asin-pie check is to scornwdiehn am

IMf
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r . Avataes of a Basils Set of Widebend Functions orer- Sinusoi-6fl Barts.

It tas interesting torecs the nroblem off SIR maximiz-ation in' 'ams 01 aM

- kis cmsistin-g of t-ime !imfled sinusoids. rhe a&dvn'ps n! I the functions -,9 for

B 4~e- suppression are clearly pointed cut 1t017 bis proedue-

r-h fit ireauizadion concerning sinumsonis th2t 'Izi md-rela-tim iic-

tions are immcjje4 to linear deftectdon because 'f large. posiive sid-elobes. One Must

a-sSumed twttmranges of mrret and clutter are kwnoan a priori41 Alfaxrnatirvelv, One

A. see=-r dsaging :eaiire -iD,5Oi is tht m are Sansiv toJ
in tagtmao Ay-mp raj- ail- ss of ecim spectre Ymt use mgl

&_ r-~o 17 aamue-ieu -h- -- _ eiu] affecte $. mfornes-me mom of tenet or tint-

i;r thor are~ =-- r~ toler

7-mbe=.=R aflthrfre ereticiwte s- Hn*.--streth fad ra In-
=e rm a -Wjr.

refleotrs wNo-e p==~ar i ri -Lo Exen -ih sm re=. tilns. a sinusoida

bis- leads solir-I tht may tbe ..4flc---- use 1SO Uf....=.

neeczzson ~r ear. Me "-of Inear mac there scn be n

enera transer twe b'asL ' iz s -b rg ame stsnmmr In other wrds

IU- 10= u -e- -n W! W-0.
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rhe t i he ec(1fimaton is d~ie n(4-25,61 t hen--

Io U~) . re-C (5-23C
> ur t-nn nW

E~a)= j ~retf~onW)/i .(5-24M

EPC 7L -1 ~
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5. 5 --Continued.

Iee (0) 1 I~ u(w.) F (,) 12 dco-Mw

R 1 1d2 (5-30) -

2I - II

where E (w) F (w) U (w') is the e-cho spectrum.

Just 4s in the point target case, manmm correlator response is pro-

pordonal to echo energy. It is therefore relevant tr derive a signal u (t) that maximizes

the reflected energy frcm a given target.

I Writing (5-30) in terms of u (t) and changing the order of integration

-i gives

r*r j ( -X)d xyS(t) 2 dt (X) (y) F(wi d

I *r 11 e
u IIx) u (y) (y - x) dxdy (5-3

L -

Swhere R ff (T) Is the autacorrele-tion function of the target impulse response f (t), 1. e.,

Jdam
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. -- Continued.

Taa

LettingI

Sy) u 'x) R (y dx (5-33)
* Z~YJ = 1 ff( Od

gives°a

2r I

f Ie(t)1 2 dt = f y dy (5-34)

The left hand side of (5-31) and (5-34) is the energy of the echo waveform, e (t). As-

suming that both z (y) and u (y) are normalized to contain anit energy, (5-34) can be

mxnximized via the Schwarz inequality. The right hand side of (5-34) is maximized

T when

z (y) = i u(y) (5-35)

-- orI

u (y) = [ -x) dx

_ where Xif;I constant.
a

1 5-20
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5. 5 -- Continued.

ft If u- (t) is time limited to the interval 0, T 3, then (5-36) becomos a horao-

geneous Fredholm integral equation whose solutions are the eigenfunctions of Rf- (,r).

The signal that maxim!zes the echo energy for a particular target is theI solution of (5-36) with maximum eigenvalue. X . For this signa t'he echo energ'y

If the transmitted signal is not theoretically time limited (for example, if
u a (t) is a CW signal with Gaussian envelop) then the Fourier transform of (5-36) is

X AU(C) = U(w) F 2 (537)

i U (-,A) is sufficiently narrowband, then

9(I-) I (w ( - (5-38)
V, 0)

I where w is the carrier freqpency cf U (,). The narrowband signal's carrier frequency
0

should therefore correspond to a maxinuz- on the curve of backseattered power versus
frequency. Such a waveform is optimum for the maximization of echo energy.

For a point target,

ii WR(y -) - (y x)=IAV

5-2

-BO
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. 5 -- Continued.

and (5-26) is identically satisfied for all admissible waveforms. A planar target does

not favor one signal over another as far as returned energy is concerned. For a non-L lnrtrehwvr oheh nryand maximum echo power depend upon the
transmitted waveforni.

Equation (5-38) is equivalent to .cuatien 5-29), where U (w) is described

- N by one of the elgen-ectrs in (5-28). The optirnum eigenv.ector is the one with the
maximum eigenvaiue, A . JuBZ as

"mx! (w (5-40)
max 0

in (5-3R1 Equation (-29) implies that

!a 9' 1_ aNN
__Amx(a , I ... Ia r) } 5-411

For a sinusoidal b sis.

:i i2 = Fi o)J i (5-42)

_ The above equivNenc2 is n. - surprising. in the absence of clutter, the

SIR is maximized by max inizig, with ostraw-s uj- signh emnrgy, U_

and up:n the energy of the fiter's impulse res.t 5f-n e eT t.Ir mni-

Er
1-7de of the f2llrz response to - target echo, Is oue4 by the aneg off the echo, --

N25-22

A =
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5.5~~ -- Continued.

I the SIR maximization problem Is iden1tical to maximizing the quantity in (5-30) wih

equivalent energy constraints.

The equivalence between SIR maximization and maximization of echo energy

shows that the eigenfwu:3ton equation (5-16) is analogous to Equation (5-36). It follows

that te matrix A T is analogous to RI- (y - x). Indeed. f (t) is the target's impulse

response, the function that is convolved with the signal u (t) in order to form the echo.

Similark-, the vector A u describes the first N terms of a convolution process, as ind -

cated by Equations (4-19) - (4-24).

One can further exploit the equivalence by noting that the general SIR prob-

lem defines A as in (5-3). ~Each element in (5-13) iokes the difference between

target and clutter components. The analogous result is to rewnie (5-36) as

u(yi = f u(x Rff, (v-x) dx (_43)

where R (r) is the autocorrelation function corresponding F (a4-CQ(. the

difference between target and clutter transfer functions.

5. 6 Summa-- of Section 5.

The use of certain wideba rd signals allows for the elimination of nolinear

opemations in sonar receivers. Once such operations are eliminated, the maximition

23

1 5-23
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C o, ontiued.

- flof SIR becomes much simpler. The determi-nation of an optimum signal-filter pair. howv-

ever, still depends upon the basis tat is chmsen to describe the relevant functions. A

3 basis composed of the functions (-9-8) seems to produce much more practical solutions

than a basis of narrowband sinusoids.

The solution to the SIR problem is similar to the solution of a related prob-

lem. i e.. maximizing the energy of the target echo. The energy mamization uroblem

becomes identical to the SiR problem if the target transfe." function F(w) is replaced by

F(w) - C (w1). the difference between target and clutter transfer functions. Both prob--

lems reduce to the solution of an eigenfunction equation. This result suggests that the

r-auctions (2-8) could prov e useful in providing aiternative solutions to such equiltions.

in order to maximize SIR, the approaches In Sections 2.3 and 5.3 both mat-

mize the difference between target and clutter responses, while constraining the response

to noise. For square Iaw detection, uniformly distributed clutter has the same effect as

noise, i.e., undesired responses occuring at random times. Clutter is thus treated as

though it were noise. For linear detection, the difference between target and clut-tr

responses is the same as the respse o the linear filter to - signal that Is the difference

between tarset and clutter echoes. The optimum rex -ver therefore acts as a matched

filter matched to the difference Netween signal and expe--ted clutter returns.

The above observations are easily applied to IUMe receiver in Figure. i 1 .

Luare ia rtecuon is used, ole should first determine the expected output nower of each
fiter with noise an cluter echoes at the input i order to whiten the respose to inter-

ference, each enery normal-zd fltr output should then be divied by it oMn measured

1 5-2

N U
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5. 6 -- Continued.

rsponse to noise tnd clutter. (if the interference has constant power spectral density,
all energy normalized filter outpiots will be divided w the smne number.) This procedure
results in a correlation of echoes with f / (w) wlhere I (w) is the response to inter-

nA
feience, as in Equation 2-35. For linear detection, one should replace the gains f in

Fir" ., -I -- f - c, where the f coefficients correspond to the target transfer

fainction ztud the c coefficients zorrespond to the average clutter transfer fuction.

Ag In

I [
-t4

WE
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6. BAT WAVEFORMS AND THE SIMILARTIES BETWEEN AMPLITUDE
MODUL-ArTION AND LINEAR FILTERING FOR CHIRPED PUL.ES.

6..i Bat Signals and Amplitde Modulation.

235
The experimental work of Griffin1 Friend, a-rad Webster seems to

suggest that the bat votis lucifgus may use amplitde modulation differences to dis-

tinguish between different target shapes. If the theory presented in Section 2 is applied

to products in the time domain (rather thar in the frequency domain) one arrives at an

optimum time function U1 (t) for Taylor srn ies characterization of the modulating sig-

nal a (t). T s function, U1 (t), is identic; I to the function in Equati--n.- (2-8), provided

the independent variable is time rather than frequency.

31
it has beei- found that the signals U it) can be matched to bat signals if

U (t) is pfswrxltiplied by a truncating function Y1 (t, where

nn

When the signal U It) V i is used for target characterization, the first M coefficients

of the modulation a (It) are unaffected by the truncation. The -runcating function that

has been used is

r' exI ) (W (t{Sy1 (t) -- exp[-tt)"1 = 1+ (6- n

_ [ -
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S61--Continued.

Some examples of the functions U (t) v ( t) are shmn in Table 6-1. The correspon-ing

signals are shown in Figures 6-I and 6- 1. These signals compare favorably with the
SyoW crusing ard pursuit pulses s'- in Figures 6-3 an -

_ 6. 2 The Fourier Transforms of Bat- like Signals.

The analysia in the Appendix indicates that the inverse Fourier transforms

oi ) have approximately th same mathematical form as the

__ fretrsney domain functions. This similarity implies that any Iven sign U (t can be

i approximated h- the inverse Fourier transform of U2 (W). where U (. and U (.

belong to the class of functions descried by Eruation (2-81.

FnIes throu-1aresagh 6-4 demonstrate that some bat signals can be na-tched

__to thle functions TU M ift). 7hes--fiiarity between U (t and tHie Uiverse Fourier
-ftransorm of U, ( would se-em to imply that the same bat signals can be matchedO

the in-erse Fourier transform of U9 (A multiplied by an apprriate truncating func

_ tion. y, (w,). Such matches can indeed be made. prvded

mrj

L-(-3)y (- acts as a high pass functon. The first M Taylor series coefficients cor-

responding to F (co) v (w) will be those of F (w_ al -e if F I has no more than M

__ slfifcant terms, since



ESL-PR115

T able S-1. Examples of the Sipala U (t) y1 (pi, where U (ti is Given by Eouv ton

(2-8) ai-,d y1 (t) is a Apropr-iate Trtmca ti mtiort WhenteI Waveforms are Amplitude Modu ited, t&-ny Convey lnformatW: abot the
rayir Srie Coffli'Meo the Modulating Time Thmtiat

I .Ut(t) t5 eQ~ cos 4O0 (log) Je~

1 30

-i. (19 0Cos -l1O0Oog t)J e

2 -u

Ii JA'
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6.2__ - -Continued.

CDJ F~~y2 w) > n'~- (/ 1 M) >nC - N1

n=O n=O

I
21 2M ffn-2M +

nn

-n --

n= -D(6-4

o 1M-1 0 1 M- I

T M

f j 0, n~ M (6-5)n S Al
Alternatively, If the target transfer function is described as a combination

of integrators, I. e. , if

F~w (6-6)

then

"2 fl-

4-"..(6-7)

6it,



M I -

ESL- PR115

~ 6. 2 -Continued.

I and the fir-st M terms of a-power series expansion of F (w) y9 (w) are Identical with
those of F (cW), even if condition (6-5) does not hold true.

The functions U(CO) y2 (w) waose invertie Fourier transformas match the

yospulses are shown in Table 6-2, and the 'riverse Fourier tr=nsformrs ate illus-
Mtrateri in Figures 6-5 and 6-6. The value of jT for the second function in Table 6-2

(the pursuit pulse) indicates that the function In Figure 6.-6 is captble of nearly un-

distorted characterizapion of all the, power Beries coe3fficiente f ct~rresponding to the

tar&;:p+ trwisfer fAliiction, F (WA).

6.3 Discu%9sion of the hvotjg Results.

Fig-tres 6-1 through 6-6 demonstrate that two different hypotheses can be

u tsed to explain the Myotis cruasing and pursuit pulses. One hypothesis Is based uponW

the observation that different targets cause the echo of a chirped pulse to acquire dlf-
35 7

ferent amplitude modidiations. The other hiypothesis is based upon the idea that
targets act .-s linear filiers.

These hypotheses lead to similar signal design problems. The problems

are similar becaus'e a dualityv exisis between fl) amplittude modulation, which multiplies

) ne would expect the soll':tions of the twe p~roblems to be dissimilar, since

comparatively few functions are identical in Uhmzz and frequency (I. e., only. a restricted

6-9
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UTanke 6-2 Examples of the Transforms U; (w) ('Y wborc- U,)() is Given by2 2t3 Equation (2r-B) and y2 (,w) is. an Appropriate Tnuncating Fun-ction. When

the. Inverse Fourier T-,=-storzns of Ug (w) y.((c) aaPassed -Through a

Linear Filter, they Convey Information about the Taylor Series Coef-I : Ificients of the Filter's T'ransfer Function.

U9 (w) y2 (w) cc ee

1 22
W-.1-.' Ig ) 8 o (.8I"

2IU2 Y

Ii
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6. 3 _ -- Continued.

class of functions are exact elgem alues of the Fourier transform). Chirped signals.

however, are often approximate eigenvalues of the Fourier transform. Linear chirp

is the best known case, but the stationary phase approach (see the Appendix) implies
that some other chirped waveforms have the same property.

Given that two mathematical hypotheses result in approximately the same

fcorrespondence with reality, one must seek further data to determnine which hypothesis

is correct, or whether there exists an equivalence of the hypotheses that has been over-

looked.

IThe hypothesis that bat signls are designed to analyze amplitude modu-

-= lation is re-enforced by some neurophvsic logical work. In studies of bats' auditoryI rirmel38

neural processing, N. Suga"' and A. Grinnell have found many neurons which are

tuned to particular frequency intervals. Since neuronal excitation is a function of amplitude

as ell as frecruency, each timed neuron can act as an AM demodulitor over a particular

frequenc range. Tuned neurons therefore provide a means for detrmining the echo

amplitude at any given frequency.

The hypothesis that bat signals are designed to convey information about

the target qua linear filter is strengthened In the observations in Sections 9 through

4. The psychoacoustic excitation functions can theuretically be in oked to explain not

PT only porpoise echolocation clicks, out those of any Other mammal.

A supporter of the amplitude modulation hypothesis would have to concede

I that there is considerable evidence to suppoit the critical bandwidth theory. Neverthe-

less, he could poin' out that N. Suga has found no evidence of a dispersive delay pulse

-1 6-13
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J 6.3 -- Continued.

=1 39
=1 compression mechanism in his years of studying the FM bats. One could therefore

claim that t auditory filters do not implement the log phase necessary for true pulse
40

compression and efficient linear filter characerization.

J it is possible, however, that FM bats may use a pulse compression mecha-

in:ism that does not imolve a disnersive delay. Fc: example. incoming signals may be

repeatedly multiplied b3 stored versions oi the transmitted waveform , and the product

integrated. The multiplication operation is particularly easy to perforn with neural

elements, sine- a'1 signals are coc.ed in terns of a pctitiie ouantity, the number of

excitation pulses per second. Positive voltages can be interpreted as increased dis-

charge rates (excitations) and negati, e u ol ages can Le interreted as decreased t-ates

(inhibitions), relative to the spontaneous discharge rate of thI une.cited necon, In

electronics, the multiplication of two 3nsit ve Uoltges (single quadrant multiplication)

is accomplished with a voltage variable amplifier-. Any neuron v ith bath excitatory and

_- I inhibitor% syTaptic connections to its dend tes orm-ides the analog of sr.ch an amplifier.

The integration process can be implement J by low pass fii nng, whih again is natu-
call' realized bY any neuron: all neurons h tve a recot en time that limis the maximumA

discharge rate, so that they act as low pass filters.
__ a

A supporter of the hypothesis that targets are characterized as linear

filters can therefore still insist that the apiropriate filte-rng pr-cess (Figure 4-1, is

imp'rlemented bf Mvotis. He can point out that only 100 noarona are required for the

F .hole correlation process. Furthermore, he can remrk that the reference signal

*For a 20 KHz- baiidwidth, this met! od woild requaire a ner' multiplication to commence
every 50 microseconos,
* An; one corr-elator can be reused after t has performed multiplication and integration
over the expec t ed signal duration. !or a .msec, 20 kHz wide signal, the receiver could5 thus be implemented with 100 multipiicatio i-integration circuits.

6U1
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6.3 -- Continued.

is based upon an efferent input from a higher part of the neural processor, i., a part

of the brain tha-t could be incapacitated by anesthesia. 1 These bscvations could explain

the lack of success that has been encountered in searching for a wiulse compression mecha-

nism via neural probes on anesthetized animals.

T
6.4 ri Euivalence of the Amplitude Modulation and Linear Filtering

Hypotheses.

Since additional evidence can be found to favor either hypthesis, let us

reconsider the possibility that the hypotheses are equivalent. As it turns out, there

is~~~~~~ maiese thismiud piodaint of he ~wa:fn eatdt t
is considerable evidence 1iavoin this point of view:

First, there is the fact that if the chirp rate is sufficiently slow, the FM

signal determines the response of a linear filter to each frequency, and this response
*is manifested as an ampitude modulation of the chirped waveform.

-- s e ond, the amplitue of a chirped signal in time is easily related toits

amplitude in frequency, if the sttiona- phase approximation is alid (see the An:endix.)

it1olow that a given amplitude modulation in tue results iacorspondin apIi t ude

modulation in frequency (linear filtering), i. e., there is an eqauivalent linear filter for

any amnlitude modulation imparted to the chirped sirnal.

K -Thi rd, the matched filtering shown in Figure 4-1 results in a process that

is similar to sampling the magnitude of an echo over different segments of the returned
(knt

wavefornt. The signals ut (k 0 are compressed when n is positive. so that echoes are

IT

J -I
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6. -- Continued.

correlated with functions whose maxima occur closer and closer to the beginning of the

pulse as n increases. The same signals are stretched when n is negative, so that echoes

are correlated with functions whow maxima occur fue-ther and further toward the e& of

the pulse as n decreases. This effect will be demonstrated in Section 7. The effect

J may also indicate a scheme by which the tuned neurons found by Suga and Gmnell can

act as the equivalent of a bank of matched filters or correlators.

Fourth, the two derivations of Mvotis signals hinge upon the use of power

series to describe the amplitude modulation function a (t) or tiv linear filter function

F ( It) has already In shown rSection 4. 4) that linear filtering reSults in a convo-

-- I ilution of filter coefficients with th spectral coefficients of the processed signal.

fact, anmplitude modulation can also be written as a convolution o eration invok-ing tbS

J spectral coefficients of the processed signal. This effect is dscussed below.

_-_.- _ 5 A Mathematical Relation between Amplit-u Modlation ad Linear

FilterinL.

Consider thm product of two f ine ors tnd u(tL O f te time
interval (0. T), a (t) car be represented by an N-t order poiuomial,

a(t) = A At -- . f 0(1

The signals (?-) burr W. ran doppler cnpling, so that u k 't) i, Ut (tikr = kn
correlates w u (t) for zero delay. Zero Jav imnnlies that - t) and u (t) have the
same time origin (t )f for maximum cornr'or reaocrise. P10 1l u"t for differe-nt

abis of n r veal max ma whose locatiors epend t_ x

J As in (6-.) we represent powmer senes coefficients of time comain functions by cmi-

ta letters M-nd coefficients of frMenc doMain fumctions by l!- r case lers.

H LIE
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6. 6 -- Continued.

_ or

N- IN

IN! f211- UN 1' U. A

C9 = 0 0 -- U_~'2AM2 N-2 1

LNI I 0 . ~ 0

j6- 20)

Equation (-20) can b abbreviated

M A .(6-21)

u -r

RE so that

A =M (6-22)r

i-2
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6. 6 -Continued.

Recall that the coeflficients c correspond to the spectrum C (W), where

C()is the Fourier transform of a (t) u ft.The coefficet t ca eetmtedit

the processor in Fig,-ure 4-4.

-I If C (w) results fromn the linear filtering process

II (W) Fw U (0) ,(0- 23)

then the power series spectral coefficients of F (w) can be derive by computing T £

where Tr is the NxN matrix in (-4-331

If C (W) results from amplitude modulation of the signal u (0), i. e., if

Cw c- c(t) a~t u (t) - A~w (w) U c,, (61-24)

then the power series temiporal coefficients of a (t) can be cerived by computing M -

where M is the NxN matrix in Equation (6- 20).

The -4'ave two processes are shown in 1-igure 6-7. The first process

giv-es the iansfe~r function coefficients, corresponding to a filterFd version of the traris-

~iAM-d -signal u t0. The second process gives the equivalent amplitude modulation

r coefficients for the same received signal.

;-23
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6. 1 Estimation of Antu' at'.on Paraineters or, the Basin~ of
More T han One Pulse.

Vhen a pul-se tr'ain is t'smtddifferent received pulses will generally

have different ampit~ude modulating functionis. These functions can be rrclated, however,

since they are presumabLly determiriemi by the same Coitifluous ampnlitude modulation,a )

j If the interpulse interval Is T and -the rnochdation of the first pulse is given by (6-8), then
the n"roulation of the second pulse is given by

I N
a~t-T 1 V~ r (n) n

a , La (T) / n !i Jt - T 0 6-5I n=O

y In)
where a go) is determined by differentiating both sides of (6-8) and letting t - T

a' 1 (T) = A )T r-/(m -n)! (6-261

0 MI 0

jSubctituting (-26) into (6- 25),

n~O mn

Ia - >Ar A1 ~~ T62

n=O

j 6-25
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6.7 -- Continued.

SIn (6- 27),
N

A 1 n A T rn-n (6-28)

A- m o

In matrix notation,

2 N
A' ~I0

A 01 T0 T0 T 0 A 0

1 2T NT N-i
I_ _0 0

A1 O * 0 A

N- 2
N(N-1) T

01 0I :iI
A 0

MS..
'

MNI 0 A 0 0 0 . . ANj.
-N

(6-29)

Defiring
N

a (t- 2T ) ', A (t-2T )n
0 n2 o

N

-~ ~~~ (a-(2)n (2T )l (63O

6-26
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G. 7 -- Continued.

(n)we can determine a ( )2T by differentiating both sides of (6- 27) and letting t 3T

0 ml o
rn--i

i Substituting (6-31) into (6-30t,

N

n = _ - j ( -2 o n

nT (m n)' o m

nI  i(6-32)

so that

12 NN
A02 0 T0T0A01

1 z~oNT~

TI
I~ 0 N(-)T 2

22K 2 .7

!I
1A1 0 0 0 AM

'~N2(6-33)
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1 6.7 -- Continued.

Letting

2 N 41 0 T 01 0 0 0

10 1 2 . NT

N-2
1 N(N- 1) T-I

2 2

-0 0 20 21.

I.

we have, from (6- 29) ind (6-33) ,

-1

A PA = P A (6-35)

- A pn A

so that

A - nA (6-3I = -n

I 6-28

IM
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6. 7 -- Continued.

in (6-36),

-P [P -1 (C--37)

and

A;

A A
--n 1n

"Aj (6-38)

-C th

is the vcctor of 'ime series coefficients measured from the n- received pulse.

The cocfficients measured for all the received pulses can, mutatis mutandis,

~be used to estimate the time series coefficiets in (6-81 . Each pulse is processed

as in Figure 6-7 (the second process). The resulting coefficients can then be used to

estimate A , ..... A in (6-8) by me.ans of the transformation (6-36).

ii3
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ft6.-S Discuission and Summ~ary of (Sectionl 6.

I T~-he theory off targ-et escriptic-- that has been de-ie tepLai cetaca

echolocation has been appied to bats. The theoretical signals ca-n be matched to AMyotis

pu ses as x~ell as to those of Tursiops. To match the bet puilses, the theoretical wave-

forms must be high pass filtered in a special way. The hiugh pass filter must not di-
turb the abilit,% to determine at least twenty Tavlor coefficients of a target's transfer

The above results constitute the first mathematical evidence that a unified

theorv of animal echolocation exidsts. The theorn also pro-vids a measurz of the ia-xi-

mium number of spectral coefficients that can con,.ententl% be estim~ated b% the animals.

Becawi'e of similariie bet'ween. the theoretical waveforms -and their

Fourier transforms, one c-an Interpret the Lit signals (and possibih the pornoiseu signals

as uell) in terms of time domain characterization of an uni~oxonn amplit ide modulation.

This alternate interpretation is interesting from sevez-nl viewpoints:

I (i) It implies that, for certain classes of signals, one can
ME

find a time invariant, linear iltering operation that is

Iequivalent to any amplitude i-odation. This equivalence - I

implies (Section 10) the existence of a time invariant filter

which has the same effect as any time varying linear trans-

form,'ation of' a given pulse.

The theoretical signals have also been matched to echoloc ation pulses of Epeicus
fruscus an" Lasiurus borealis. T hesc mnatches w~ill be --iscussed in it future~ report.

AI



i ESI-PRti5

6.8 -- Continued.

(ii) The AM interpietation provides insights into the possible

functions of various neunilogical processes which have[If
X- been discovered in the auditory pathways of bats and otherL animals. Specifically, one can interpret the functions of

neurons which respond to specific frequencies or chirp

rates.

(iii) The AM interpretation illustrates another virtue of power

series spectral analysis, viz., tflat both multiplication

and convolution in the time domain can be represented by

the same operation (convolution of appropriate coefficients)

in the frequency domain.

in a discussion of neural pro-essing (as seen from the viewpoints of

amplitude demodulation vs. lirnar filter characterization) it was pointed out that a

single matched filter could be implemented with 100 neurons, ori&dd suitable inputs

5were available. It would seem that the proper input signals can be made availabl-

via the Dara'1lel connection of neurons to carry high frequency information. Thi

concept is discussed further in Section 8.lb
'It is nossible that correlation using a single nerve cell could be perfor.med

-at a very peripheral lvei perhaps at the location where pressure waves are first

conerted into chemical-electrical sigaals. Such a hypothesis vouid require (i) that

optimumn filtering be detectable at the peripheral itel if anesthetic is not used4]

6-31
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6.8 -- continued.

(it) that efferent ner_ - fibers extend all the way to th vlcinity of the hair cells 4  and

1i ii) that the correlation processing of a v6bLdeband signpal be divided into a sequence of
narrowband correiations over restricted frequency ranges.'a

-J 
S
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7. AN EXPERIMET .\ -U -TESF THE THEORYF.

7. 1 The Physical Lnplementa-ion.

!~n order to gain further insight ite tl~e heor% n how it -orls in practice

Peiment wam_, funded b-; EPSL as a zedution to practice for a patent appication, it is

"Vreported .-re in order to augment tR reader's comirehension of t, o

ii The ultrasonic transducers that were used for the experiment were built

t.e sveui ications given by j. J. G. Mc Oue and A. Bertolini . Although the tran-s-

ucers w,%ere designed as receix ers, one was used as a transmritter. The_ two trans-

ducers are shown in a bistatic configuraton in Figure 7-1. The taget is the plme in
t.L~e foregro-,.und: it is perpmendicuiar to ',e line that bisects the angle betx'een the trans-

ducers.

The signal that is being used has a. Fourier transform a in ESaation (2-8).

Specifically, the signal has Fourier transform

_5-, -(Vt ,' ]1o g -l 16 ' e -"_ I

r where k 0 Gi6 This value of k is slightly higher tia the -alues usually emplo d
by hats an dolphins. Tlhe reason for such a large value was to obtain bet.ter isolation

Sbetween coefficien.s, since ve planmed to measure only six cieren target uoeffictents,

4 , The e xpe~iment w as designced by R Aites: t- electronic eo.ipmeat ws built by

P. Keleshian: tta is being gathered and processed by W. Reese.
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j 21 -- C-ontlined

station ~ eo. s mwas chosen to be a compr-omise be-ween bat -- dj vrnxte to

loc- in --arefr-is.L-ike dolphin signals, no trunation ftmction was a-~'

frecnzecr no-ain. Lke batsirvfl the phamse factor was madie lan-e e==& r r

dute a significant num--ber off zero crossings. i. e. * a recognizahblik-a r --- Sb-

factor, althxiagh large enough to produce a ch-irp. is sti-Ii noAt as krz tha -oyle by

Mvot is. bhit mnucah lar ge r thaiP' tki t teyd: d by TvIom

The rnmte signa lr shon In Mgur- . The- wa-ezorm t ge-mrate-4

in th~e laboratory usinmog a rea- c"itmmory RGINh dence.* Sy vrTng It '

rate. L c.. the rate at which tl* sampled signp-al xs rean on if te POIL flue waveform

can be stretched or comepreSsed. Notice that tf- siga in rF! -2 is runcate -at

it o rqeee(LT~ truncation wa eieiu~ because the low fto~u-zen di

*acmp-rtvl i-tle-T-val- is: _ral ovr_~4Te mu-mcub

ter Hattm ih fireirv cenoftl IC

Timcorrelatica- mp--1era'n i efre Wha-o i"eetm n - n

garsand an analo r-'l 'icr. Thew rel eence sil i obtainedI by -- neating a

seconda ww-reform. with the RW The second viavetbrm is generated at the ritt time

V ~~so that- it eoincies with the tami t eci-. Th fe we remce si4nai is theni-' rentiated
or=--e, twice, or three timnes1 inrrte oce r twice or lef ae. Th rslti-'g

Awvefrmts are, tyieretfic-allv. 4.r- scale"- versice if tf- transmitte in

exn to -dmtzto wc cnuiferentiation or imeti- reurcn=s a seakedversM.iom C-- the sinal

tw a2e stian-fy between thle analoz operaucas an =heir Zma n =--=-aiI

For effirient samplig cf a t1 pe signal. one shod rn' use a v 2r2-;.th Accl rate
tha inn van samties arc a.i w.-aerve inm mm-1~g-l W-!mM:U-

sipU
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7.1 -- Continued.

counterna. ts, and by the similarity of the signal to its mathematical counterpart. Fig-

ur- 7-3 sho-,&s that h% o analog diffei entiations and one analog Integration are reasonably
well behaved. The second integrati )n is impcrfect because of low frequency distortion

(integrators are low pass filters) and because the pulse is truncated for efficient ROM

utilization.

I A scale i reference signal is correlated with the target echo by multiplication

and integration. The maximum oiutput of the correlator is determined for each reference

Pa ;signal. The maximum outputs are related to the target pouer series coefficients by the

analysis in Section 4.

7. 2 Some Qualitative Results.

The most important results o this ex-eriment are the qualitative observa-

Lions aadl insights that are obtained before one even begins to collect numerical data.

Echo differences for different objects are easily obser-,ed on the oscilloscope

screen. These differences seem to be manifested as different amplitudc modulations
-. 35

imparted to the returning pulse. This cbservation has already been reported by Griffin

T2
Figure 7-" illustrates that the scaled signals have the'r mna!;ma at different

times, relative to the returnir.g echo. When the scaled reference signa'i are correlated

** A better (but miure e.pensive) way to produce the reference signals is tv use a different
clock rate for the second ROM pulse.

i-t
7-5
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7. 2 -Continued.

with an echo, the correlator output is ver% dependent upon the .tpiueOf thie eoat

the peak of the reference sial. Matched filtering for nov.r series target chiuracteri-

WE zation I- ai us equivalent to ampliftude demodulation of various portions of the refiectt d

pulse. Tshis equivzlence has been explored in Section 6.

Further insight is obtained when one realizes that the reference signals

k which "look"' at the leading edge of the echo pulse -ire the differentiated or- shortenedz

-versions of the transmitted signal. Diffe renti!at,-L reference signals are therefore used

~ to characterize the leading edge of an echo, which is relaqted to initial curvature a-d

"hardness" of the material.

Conversely, integrated (stretche-J) reference 32igy-ils character-Ize thne trall-

K ly, targets that are extended in range cause the echo to be stretched. This stretching
rn ato h co n r hsrltdt h ag xeto h 3gt xe~etl

-an echracerizd b anintegration process when the appropriate signals are used.

T. R, Bullock and S. Ridgway have found a dichotomy in Tursiop' neural processing
of acoustic data. Signals with fast rise tLimes are pracessed In a different part of the
brain than signals with slo,% rise times. Since transmitted echolocatior, -licks generally

have fast rise times, Bullock and RidgwaN chose to classify the fast rise time analyzerM
a-s the sonar processor. Slow rise time achoes, however, are still possible with fast
rise time signals. Such echoes would occur for targets -with gradual changes in acoustic
impedance or cross section, such as a large tilted plane or a oqoft. -,aterlogg-d object,
and for all targets that are far anav. since the channel acts as a low pass filter. It is
herefore tempting to reclassif) the fast rise time analvzer is the "Sonar oroceasor
frcluse, hard targets. " Reflections from such targets ma, recruire quick. (locizve

artion, whereas othber targets can be contemplated at letsure, This reiction timec con-
sideration may explain the dichotomy fobund by Bullock and Ridgway. An interesting
behaN ioral experiment would bc the measurement Mof reaction time as a furiction of Signal
shape.

4K
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72 -- Cont in.u ed.

The author has often been asked about Ih. orlto f pcrlp~e

'eries coefficie~ts with target shape. The above observations supply a partial answer.

Small, hard targets with liMited ran'ge extent wi'll hav comparatively large cefiit
NI 2

f n
for n>O0 where F{)2 f .Targets 1xith larsp rmage extent or siviv c1h':ges

inae~uti ipoance wil hve com arativeiy large coefficients for n <0 .

?3 Some QuantitativP Resuits.

A Zchematic diagram of the expnerimient is shown in Figunxv 7- 4. The second

RONM pulse is correlated wx-ith the echo, after being passed through a differentiator or

jute-z-ator. The maxintum correlator response magnitude detLrniarws a coefficient t

Mnat helps to characterize the target tranzfetr Atnetion. The- filter outputs should be

10oCessed -as in Section 4, Figure- 4-3. For our purposes, hvxv--xr, At suf f I e So

s'how that the correlator outputs are ~ideed different for d-Ifferent targets.

E ~All correlator responses should be normaliZed. Each response should be

div-ieed by the output of the autocorrelator, i. e.. the correlaior responsFe when the ref-

jerence signal is "he snme as the transmitted signal.

Tree tarz:eis h-ve bs.e i ,-.ed: A steel cylinder with a 318$ inch diam1 eter,

Ca metal plate oriented perpendcuL2r to the angle bisectingr the two transdadcers (tite "per-

Bndlimucar Plane"), and the samze plane tilted thi rty de-giees, ;ith the closest edge $toward

the transmitter.

Ik
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-- Continued.

The data is presented as reflected signals and numbers in Fiure 7-5 and

Teble 7-1. Figure 7-5 shows the echoes from the three diffif:cn targets. Table 7-I

ilustrates -hat one car ind-e-ed obtain different normalized correlator responses for dif-

ferunt target shans.

EMI

. Future Exerimentation.

--- Some of the data ga.--.red in future experiments will be digitized and pro-

cessed by cxrputer. CompAter f-itering wfl eliminate the uncertainties causede-

zmn.rrfections o- tnI - analog equipmont* z
Ex evriments are currently undeer way to gather data when receiver andDa g- 1 e

transmitter are colocated, rather than senarated as in Figure 7-3. We are alsc dis-

criminating between cylinders of differeir size, in an attempt to simulate some of the

befavioral experimeats that have been performed with cetaceans.

1t is hoped that the experiment will soon be set up to discriminate targt,

j in mtcr, using small, off-the-shell wideb--nd transducers. I would also be integrting

is detect small disturbmnces on the air-w-ater intenace, as Nctilio leporinus (the fishing

-bat) apparently does. One could set up the capacitive (air) transducers to look at the

surf-ce of an aquarium containing fish, and electronically trigger a camera to record

the fishes- positions when an appropriate set of filter responses is observed.

i
1 7-10
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S.TWO MIODELS OF THE -AUDITORY SIGNIALL PROCESSOR.

ExperimentalReut

-r esr~qet of auory thresholde as a function off tar muaL o a

bpp.n rnadsie fnr Aiin =_ aai Forll .~al.=.~L

secvnds. Fu r ~ iVne :hzr 0 e resiooid stas awmr-aunina eh c-fstn

fA=Surients !5- ju't flicab) f.V93nfl'iscy diffe'-w nra ha=e been -- de '01

.- irs.a se mteas-Irerran Loat sensitnitv t_- a S HZ.- tnouencv--z clngze
forF tWOnesZ it f-rtquen~ cr vs ~ 2man7- bw KF~z the m&i0c ~ fr~~

Se -ld of 1h

a-ctrii a.'n~vzer. This rnodi uses filters roebancvncnns aare anoproxunaeh-

noorf-onc to their center freoiuengcies. These so -calle critical bail7:jd areh an-vIL

Physiological experiements peformed- by von Bekesy-. and reportdi

hir-_chaei bok show a relation betwe number of nrmne endirws attached to the basilar

mmmb a-m t agit en picitaon and- the resonanta frequency- at ?7n-t positir IFZUr. -an

4Q h2' Ie t-.Vs1-mb hat a arrowband m-aslkina- sig-nal of-fsot 1- A r; a rmzre t=-eZ
T & 1.iceea- in matAgthe tone iafr is sufffejently sramall. At the highr freqnencies.

cw 1a - ine -te d and mnaski-. -will Still occur. This obselq ationa i~mrI rejat-ed
to he cancel). of critical baditas r.-&icalnd niv the mnasking d.Maa cr-os 6 icr 7--2.



-- = -

~r - - =- - - ,- - - -=- - - - ~=--=

I
I ESL-PRii5

'ul
~1~
I
a -=j=i -~ -~

Sc-'I
I 1~/ !
W-r Y~

I; t%~ 2-
r /

- S -x/
I -d

r -

I - ~-

I
A.

A'/
/

/
/

/ I _
/ii / -:

ifA. -

V -. -~
- - -r -

-~ I - -

F / -

RI
r / I -

£
I It III I, -

~- ~- - -

C - -~I s - Cn'flo~3 SAHSX iNS

IC'

~ aI!
-

I



m

Fit

wi

iTEE

ft 60

4,FEI
- l7



ES 1, PRIl 5

8.2le hi~cer's Model of the Aaditonv Processor.
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3 -- Continued.

3 The combination of N (f) filters explains the just noticeable f:-equency dif-

ference data. To translate a CW tone from ope filter combination to the next, the frequency

must be shifted by N (f) >5 Hz 1/2, i. e., half tte total bandwidth. For f i KHz,I0 0
N (f ) ]/ 2 2. 5 Hz; at f - KHz the required translation i3 10 iiz ; at f

0 00

8 KI7 , the required translation is 20 HIz. These numbers correlate closely with the

just noticeabie frequency differences.

The tone duration data is also explained by the new model, since signals

are convolved with a filter impulse j'esponsc that is 0. 2 seconds long. The maximum

response to an input pulse of constant frequency will thus increase linearly with pulse

duration until the pulue !,.,comes longer than 0. 2 seconds. At this point, the maximum

response remains c. nstant, even when. the input pulse duration is increased.

The new model is also consistent with the capacity of neurons to transmit

I a signal. Tue refractory period of a typical neuron lasts approximately one millisecond.

Because of this refractory period, a tone with %:ore than one maximum per millisecond

(1 KHIz) can only be transmitted if the burden is shared by other neurons. Assume that

these neurons are connected to adiacent 5 H1z filters. Spontaneous discharges of different

41neurons %vill cause them to U excited at different timas, since the excitation of one neuron
may occur during the refractory period of another. If e ch neuron triggers on a different

signal peak. then a combination of four neurons can handie a 4 K~iz signal, eight neurons

can handle an 8 Kliz signal, etc. In general, a combination of N (f) neurons can handle
0)

a signal with frequency f , where N (ff was defined above. If the N (i ) neurons are

connected to adjacent 5 Hz filters, the just noticeable frequency difference wili be
rN(f y 5 H zi 2.

WC 8-6
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8.3 -- Continued.

C. S. Johnson 4 has pointed out that the new medel. car, -Iso expl the

rapid cutoff of marine mammals' auditory thresholds at the high frequene% end. Thie

~~ model cain also explaxin changes th~at occur in the auditory spectrum. analyzer for ~cc

I band signals. D. M. Green has found that "critical banlis -ire no! fixed in~ width but are

adjustable so as to match the particular detection situation."

The most important aspect of the new model is that it allows for faithful

transmission o' complete signal without the information - dostro~ ing, noplincar recti-

fier- integrator (--.velope detector) as a necessary component of initial p-rocessing, Thle

receiver can thus operate upon the spectral phase of a signal, as well as its sFOectral

amplitude. in termis of the theory in Sections 2 through 4, the phase as well a,.s the miag-

nWtude of spectral Taylor series eoefflcients can be determined. In termis of miatchled

filter theory, true pulse compression becomes possible.

A dlsco;acerting property of Fletcher's model is its behavior vvhen it is

utilized as a sonar signal processor. The loN pass filter or integrator at the oi~trut of

t1 ach c-ritical bandwidth filter results inan output pulse that is at least 0. 2 seconds in

duration. regardless of the bandwitdth of the input signal. The range resoluttL_ af a

in air, or 900 feet in water.

lio. ~It is obvious that animal echolocation systenis 'have much be-tter resolu-

to I aeJ. Simmons, cxperiments ohox% that the range resohttior. of file FMI bat

Eptesicus fuascus is predicted by the autocorrelation funetion of the bat's sonar pulse.
V1

X This resolution I.; approxim.-tely determied by the reciprocal of the bat's sign;al band!-

width, and is equivalent to about half an Inch.

WO A MO
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1 8. 3 -Continued.

I If animal sonar data is to be oxplained by Fletcher's model, the envelope

detectors must be altered to shorten the integr.ation time. A shortier Litegration time,

howe~ver, does not provide ant adequate explanation for the measured tone duration de-

peridence of the auditory thirez:hold.

The linear model does not suffer from the above problem. Although the

I impulse response of each 5 Hz filter is 0. 2 seconds long,, a linear combination of" these

responses can produce a pulse with a much shorter duration. The minimum width of

such a pulse is approximately the reciprocal of the total bandwidth of all the signals that

are added together.

Envelope detecting the out Put of each 5 Hz filter is only legitimate if orte

I assurnes tat the signal is a tone with, a bandwidth that Is less than 5 Hz wide.

The new model allows for linear signal analysis and reasonable range

resolution. but does not offer a completely satisfying explanation of critical

bandwhiidth data. it would seem that a minimium number (twenty) of the N(f 0) combined

5 Hiz filter outputs must be further combined when narrowband masking noise is

intruduced. Perhnaps a stimulus with a bandwidth exceeding some minimum level

T elicits pcwer series spectral analysis, while a narrowband tone is subjected to

ordinary spectrum analysis, T1his dichotomy could explai the division of m'any

9 1bat signals into narrowband t-nes and wideband chirps.

ME
IA



9. ?MNlMMI1G THE VOLUME OF -THE WIDEBAND AMBIGUITY_'FUNCT ION.

77The volume of the wideband ambiguitV function is not fixed as in the, narrow-

band case, even though signals are defincd to have unit energy. !I is still posSible. how-L ''ever. to define a set oi signals such that all members of the set have the samne'.widebandII' w it h vlue. A eeth eXa nipie is the set of Sign als with Fourier transforims

Alsignals whose spectra can be described by (9- 1) have a wideband ambiguity function

j- f x,(T , s)1d d s 2~ S9.
0 -

ME ~ where E is the energy of the signal. -

For good range anid dop lee resolution, the vciumec under the ambiguit~y

function should be made as small as possille. The 1 oiume depends opon U{c

A (.0. siAnceW

Volumne f ~.(9 Mi

The dependenee of vollune k"o U (,e' explains why ~ ~can retnii znspecified

E n(9I

fVT
Mr

P-M M
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9. - -- .1JAifuau. -

An undesirable wav to minimize the volume is Indicated by the ir.eeality 58  V

4 / 1/ 2 1/2

0 0 -0

2 _ _ _ _ _ _t_ 9 1_ _ _ _ 1 / 2 _ _ _ _ _ _

x S

wo re

the 2zna enOg 9e!etlre n w ~alwrbuofrD
A d U (w) da
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5* -- Cniud

I The functional to be minimized is therefore

JLA(.) A d A2 ~d~III EJ

- T f [ w)d~
0

F f FwA, A) d (9-6)

I0
I %%here 14 and k are Lagrange multipliers for the energy and time duratitin coustraints.

E T

The Euler-Lagrange equation provides a necessary condition for the func-

tion A (w) to be an extremaloid of the functional (0,6):U

__ d F
dw j4 -~(9-7%

A~ ~ - dwX- !wkj 0 9S

E T

'-3Aa

71A
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_____--Continued.

The Legendre necessary condition requires that

0 (9-91

in order that the extremaloid be such that the functional (9-6) is minimized. Eoquation

I * (9-9) requires that

AT .(9- 1G)

59
Equation (9-S) -!an be written in the same form as the Coulomb wave equation

L A -(277 /t) L L(L4 /< A 0. (9-10)

To make (9-.:-, identical with (9-10), let

x 1/2~ 77 X x(-1
T T (-l

The two equations arc-~e ic-entical if L 0 or L I The solutions are the Coulomb

wave fuinctiongs

I~~I ~F (~~and F a)

I-9I
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I :' 9.--Continued.

Since both Fn (?, j-) and F 1 0. ;6 are solutions of the same differeatial equation,

thev must be ecaal. Indeed, if L - 0 is substituted into the recurrence relation5 9

I. d F, 77, . .j W (LO, ) , F 0_1  %e )- (- 7 ./, 4 L, ),

(9- 12)

_ = one comes to the conclusion that

F (y,-) F. (pw) 7 (9-13)

The functions A (;.0 that minimize ambiguity volume while constraining

energ% and time duration to remain large are therefore Coulomb %a-. e functions with S

L=0.

Since A (.) is de;'ird as the magnitude of the spectrum U (w) , we require

that A () 0. Furthermore, we require that A (%e) be continuous, so that the integ.ral

in (9-51 is defined. These two implicit constraints imply that I
0 -Z

I IA{w) I- F-(p!ufl 0 c , z1  (9-1.4)

where z is the first zero of F p. ) for 0. For exampie. Figure 9-' shows

A --I for 7 1 , 77 5 and 1 10. For energy normalized si.al it is c'er

Zel-I
Iw
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Figure 91 Urnnormalize Graphs of F (rnc .) for r7 1, 5, 10. TheL FcioS
are T rncated at their- First Zero Crosings, ins Acco-rdance with

Continuity and Positive Semidefiniteness Requirements.

Im!
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9.- Contfinued.

t rom (9-3) that the volume decreases a S ~i increazed. noe rnnxuittainable

olume is therefore determined by- the maximum frequency that can be obtained -Uth

a given system.

Equation (9-14) defines the amplitude of the signal's spectrum, but wat .

V about the associated phase? From the -v iew-point of volume minimization, the pbase is t

arbitrar.. From dhe viewpoint of pulse compression techniques, howe- er- a nenlinear

P (chirped) phase function is desirable. it can be shciwn' that range-doppler coupling

will avoided if a log phase fut".ftion is used with the positive semidefinie functtonall %v he-:de e .dfnt u

I: - described b (9-14)

I: A

wa

Ii---, Iom

t

IS

v- I crrsL~ndto asg itonrigedo.Ppler -couplIing. Another example is fouCI
some-ti~ NIV0,, pe Mt i_ s were m _-: to real, positive se~n--definIte

i j ~oupling, a result that was determined ex--pe Imenta iy by F- A. Jo' son.

-SI 7

L _~ _ _.
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10.2 -- Continued.

1 One way 16o transmit binary data with the signals (2-8) is to use linear

increasing period modulation for one signal and :inear decreasing period modulation for

the other. These modulations are induced by using a frequency phase function equal to

exp -' 27mnlogw/loi: k land exp [+ j 2.n log w / log k I , respectively. These sig-

nais are e.,cellent probes to determine the effective transfer function of the channel qua

l linear system. Therefore, if the receiv ers in Section 4 are used (rather than only two

mat,'hed iilters), one can characterizp the channel at the same time as data is being

r transmitted.

T If the channel is stochastically time varying, one can estimate the ex-

En pectd values of the coefficients for a linear filter model. Th se expected values are

related to the coefficients A that d2scribe the time varying gains in Figure 10-1, i. e.,
-n

m
a (t) A t (10-1)

n nm "
m=0

In this case, a (t) is a stochastic process which we represent by the expected values of

A who re
nra

m mn
= d a (t) dt 1/rn '."10-2)nm n =0

~ .The expected alues of A arc rclaed to moments of the power spectrum of the process
nm

a (t). For a stationary. stcr.hasti, process,
n

iIiIIi -



110. 2 ---Continuedt.

I~~ m m )in2
E: r dm1 aU 1)t 11' d

S~ ((c-) d

wherv R- (T) a- S (cc) are the autocorrel-iion function and pcxwer spectrum of the
an~ a n

stochastic process a ()

110.3. Simplification of Complicated Sonar and Communication Problems; A
Return to the Planar Target/ Perfect Channel Situation.

Radar/ sonar operation for perfect all-pas cneLs n lnr(on

targrets is well understood. This report has considered nonpkiar targets whose shapes

change rapidly with time, and time varing, imperfect channel transfer functions. To the

extent that target and channel transfer functions are predicetable, appropriate signals and

filtL-s for detection of a target a.nd analysis of its transfer function have been derived.

It is evident, however, that there is considerable anpredictability in detC-

tion of a target fromn a specific aspect angle at arty given time. Stochastically tirie
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10. -- Continued.

xarying targets can be treated via the analysis in Section 10. 2, and .-andom aspect angles

can be dealt with as nSee-ion 4-8. These approaches model the receiv;er in termsi. of

the expected N alues of the random parameters. Although perfo-mance of the resu~lting

IC syste.- may be optimized in terms of many different observa~ions, performance may
be poor for- a particuLar observation, e. g. ,an aspect angIIe such that he obserxed target

parameters are very different from their mean values. fn terms of drtectioxt theor", the

xariance of the sufficient statistic may be so large that the probability of false alarm is5

conideabl Nhen the threshold is set to give a reasonable probability of detection.

~ JGiven t-he above conside rations, the sonar theorist (aid echolocating animals)

may yearn for the simplicity and demo~nstrated performance obtainable in the planar arget/

~ Jperfect chanael situation. One %%ay to achieve this simplicity is to use narrouwband signals.

These signals, ho%%ever, are of little ase for range resolution and SUDpression of clutter

_ j via range ga-tinZ. One must therefore ask the question:

I "Does there exist a wideband signal such thai the response of its
matched filter is impervious to time var-ing 1iea transformations

of the signal""

I A solution to the above problem is implicit in the results that have already

been discussed in this report. i Section 10. 1 it was demonstrated that time var- ing

I transfer finictions have equi~alent time invariant cawunterparts, if the functions r V-

tin E-quation 02-8) are used, For a single pulse any time varying nonplanar target or

SIchannel transfer function can therefore be modelled as a flime inx arianit linear f,ivr.

®R-
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1 10. 3t --Continued.

Furthermore, it was shoun in Section 2. 2 an6 in the Appendix tnat if the parameter k is

sufficie. tiv Large, i. e. *if IT(~ is slifficiently dend*then the additional echo

component.-- a U()a,. U 1w) . caused bv time invarimit filtering are unCor-

reated with I o~ r the signals defined liv Equation (2-8), the added ccho components

Iintroduced -oy nonoianar targets and imperrfece channels do not affect the respontse of a

filter that is iTatchEd Eo U () 1, i large. This filter is :ni fched to the transmitted

signal, iLe., to the echo that wo'ald be con-e~ through a tverfect all- p~ns ichannel from~

r a planar target..

- ~~~For the s!.7ai (S)wtsfficientIly arge kt, the response of a single

matched filt-er is ther.-fore Impervious to time vari ing linear trsformations of the

- sg1L. Ec1ries can therefore be processej aid Intei-irettA in the same simple, straight-

forward wav that would appiv to planar. 'arget' perfect Channi-l situations.

For conimuniCation systems, utilization of the signals (240- should result

T in 'nininaurn degradation of matched filter performance, exen if the channel is ramidI)

tie anring and unequalized. The whide banduidth alious fo rslto f mn- tipath

t~cptions.

I NoteN that the isolation betwveen echo comuonents increases with bandtvit Fo h

-=signals in EqTuation (2-81, theG planar target model be-comes- more realistic as b- dvLidth
is increased, rather than decreased.

G I"This resull explains an observation mnade by E. 1, Tifiveoaum an(. 11. A. Johnso iI 'z..that a Myotis pulse is nearly imp-ervious to lov. pass filtering, so far as imatcneci
filter Derformance is concerned. z
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!0. A Applicution to Diagnostic Ultrasound.

I !f the wrong signals and filters are used, it is easy to see hot% a wider pulse

bandxidth could intr.aduee more confusion than it eliminates, especially if the planar

target/perfect channel condition is explicitly or implicitly assumed.

.An example of this confaslio is to be found in diagnostic ultrasound research.

\When a constant freqtue,-!cx pulse (the fa- arite signal for diagnostic ultrasound 6 ' 03, 64, 65)

I is made more narro" so that its bandidth increases, "any difference in amplitude or

-ekeUiti for thle different frequency components within this band" idth will distort the

filtered 7 pulse and generally widen it.

I Diagnostic ultrasound techniques are generally used to construct an inige

of an obiect by means of multiple reflections from the reflector's surface. For mostI
v, ideband signals, this image is degraded bx imperfect sound channels (intervening tissue)

or b% "n! .: r a,.we of the reflecting surface. This degradation occurs because of distorted

pulses at the tiatched filt.r output. The distortion can be manifested as -idrening of the

output pulse, unwanted ambiguity peaks. and a displaced maximun.

it has been shown (Section 10. 3 that the increased -'esolution inherent in

laideband signals (for the planar target,'perfect chanael situation) can still be obtained

- uder imperfct conditions. A -eideband signal can be used for ultrasonic diagnceis if

the corresnonding matched filter response is impervious to linear tramsformations of

] the signal. Equation (2A) describes the Fourier transform of such a signal.

The dispersive effect of different propagation telocities at different frequencies can be

mo-cieled as a pulse . mpression or expansion. The Dloppi.er tolerance of the signals
'2- a;;-d t heir lack of range-.enipler coupling (Section 9, last paragraphi ensure that

... suh effects -tll not t-vrade 40:ni, 1--f aflter that Is matched to .e tr.ansmitiedI w tn rmuc o.-, i!nt,-r._.. "tu a., ,

W:'.X ¢',-"i 0

=__ |i.- .
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110. 5 The FMI Equivalent to any Measured Trransfer Function ;FM
Demodulation.

In Section 0, amplitude modulation functions wr-re written as power series

J with complex coefficients. A frequency modulation function can be write in the same

wayv. it would therefore seemn that the rceei~er in Figure 6-7s can be adapted to estimate

{ the coeffic. -nts of a function d, (t) that is used to frequency modulate the signal u (t).

Trhe fre-quenc3 m~odulation process multiplies u (t). the inverse Fourier

transform of one of the functions in (2-8). by e.V i 6 (ti ) Although multiplication of

= u(t) Ly ex (tj~ ) jean be interpreted as an amplitude moulation process. a complex

rep~resentation of u (t) gives

u u(t) e !~u it c U I

it)t

-carrier freouencv and 6- (t) is the modulating signal.

_ The desired information Is contained in the power series coeffici-mts of

-t he dem~odulation prcess should therefore provide estimatcs of D . )

A .. . wi'ox-e

N

D - 5__
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1.0. 3 -- Continued.

I In Section 6. 6, a method of finding the coefficients A corresponding to an

amplitude modulating function was given. In terms of a modulating function exp ri (t)

we have
n a

2I 0t At~ (10-6)

n=0

The problem is to find a transformation that relates the A coefficients in

(10-6) to the D coefficients in (10-5). Differentiating (10-6) gives

dt) = nAt Bt (10-7)

On=o

where

B in ±i) A (10-S)

Sn n n- 1

in matrix notation, (10-8) can he written

tN

B = I-I A (10-9) 10-9)

-w r

Ig



ESL-PRII5I r
,o._ ______ ]

10.3 -- Continued.

1 0 0 . . 0 07

0 3 2 0 * 0 0 1

o 0 0 3 . 0

IH

74- 0 N+i

~(10--10)
7

Evaluating ih left side of (10-7),

J V" B tn  = j6 e j (t)

n--O

N
= A (10- 1)

n=O n=O

AssurrAng that exp j 0 () J can be approximated by its first N coetficients. "e have

B = j T _ D (10-2)

I10-12
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10. 5 -- Continued.

where

Vk 00 006

I A 0 .
A A A . .

1 0

I -~T~AI i . . 1

A. A
N.-2 AI I 01

in tems of the results in Section 4. 4,

B jA T-D . 14

Solving (10-12 for D and using (10-9),
-1- '

A A-- A B- -j T "i A-I-- 5

£E-mation (10-15) shows how the filt!r outputs can be processed in order

to find the Tavior series coefiicie .ts of 4 .It) First the A coefficients are deter-

mined as in Figure 6- 7 (rna in likelihood estimation), andi then :he operationn

I C- 13
UA
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I

I 0.5 -- Continued.

(10-15t is implemented. Although the demodqlation is accomplished by a matrix V
transformation, the transformation is nonlinear because A I .'rocessed with a matrix
whose elements depend upon A.

Notice that the Inverse relation, A 1 H: D , dot-s not imake
sense, since A must already be known in order to calculate T This observation

1suggests that the demodulation process to obtain the coefficients of o ': 1 is irrevers-

Pile (information is destroyed). Given D, one cannot unicwely reconstruct the A coef-

ficients which correspond to D.

Equation (10-15) demonstrates that a linear filtering operation can be

interpreted as a frequency modulation of the signal u (t), provico the right hand side

of (10-15) exists.

III

iii

IiN

3I_
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I
10. Taylor Expansions about Frequencies Other than Zero.

It has beer shown that amplitude modulation and linear filtering can hae

identical effects upon spectral Taylor coefficients. Th.ese coefficients can be defined V

in terms of a Taylor expansion about an% arbitrarx, frequency .,, as ivell as about

0. Returning to Section 4.4, we can redefine the Ifancions U (.- and F () in terms

of expansions about .e =

N N
n n

U (&) :' 2 F(n' n~w - [ bnn (1--61_

n 0

an

n N

L n

I iCNow if

N
n£

B C) v F s) U(,L) b
ni

N
n

b 10-I1S)

it follo-Ws that

b T f I-19

1n.. 15
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10.. 6 - -Continued.

where T is the szuaare matrix in (4-33).

I -- (0- 20)

so tht. the same resul: applies to coefficients of a Taylor e,-pansion abo-it w A 0.
0

Similarly. if

a (t) = ' n (f-!

-as in (6-), then

. (.,) a,. M u(t, , (. (M0- 22)

hz's -oefficienliz

C N N

n=!G n-

_ where CL is proportional to the n-- derivative of C (.4 ealuated a* : In other

i words, (6-i1) beomes

!I °
i - 6 -
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310,7 -- Continued.

3 Response Fc) U U(w)

I n= -

n/ 9 .21f 2I (n/2) U~ (u, U /k

(10-28)

2
This response isapproximately equal to f IU(Wl I if

I l~I O 1/2) 2< f1(10-2n)

Ifor all n 0, or

I f n « -~~ 4l f
n f01 (10-30)

Channel transfer functions F (w) that satisfv the above inequality will not

T seriously affect the matched filter response. Notice, howe-ver, that Titlebaum's counter

example does not satisfy the inequality. Condition (10-30) car. therefore be used as a

J test to determine the applicability of the theory to any given situation.

110-19-A
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SYNTHESIS, TRANSMISSION AND UNDERSTANDING OF SPEECH.

Applications of the foregoing ideas to speech processing became obvious

in the light of two observations:

1. The human and auditary spectrum analyzer is apparently

set up to perform the operations discussed in Sections 3

Va and 4. Specifically, signals are analyzed to determine

N atheir spectral Taylor series coefficients. Receiver oper-

ations are greatly simplified when (i) the coefficients of

I interest are associated with a filter transfer function Ftc),

and (ii) the received signal has Fourier t-ansform F (w) C

U ,W), where U (w) is defined as in (2-8).

2. Human speech can be modeled as the passage of a pulse

train or white noise through a slowly time varying linear

E filter, so Lhat the information content of speech is obtained

through analysis of the filter transfer function.

6768

The usual soeech synthesizer model 7,6 is shown in Figure 11- 1. An

I equivalent model is shown ul Figi.re 11-2 in Fi.gtrre 1-2, the white noise generator

has been replaced by a gen-rator of pulses that occur at rMdom times (Poisson process

or shot noise) and each filter (for voiced and unvoiced componenuts) has been divided

;into a filter with transfrer functi-on U (w) and a second filter in cascade. Knowledge of

the transfer functions of the second filters F and F (w) in Figure 11-2) implies

- I knoxiledge of Lhe information content of the sounds produced by the speech synthesizer.

S I ii-.

I. -
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Generator of
a Train of Filter for
Impulses, Voiced
rSeconds jComponent

Fixed Speech
Filteriore

White Noise Unied o
Generator Unvoicedj GeneraterComponent

Figure 11-1. A Model for Speeoh Synthesis, Devised and Tested by Flanag=4

I et. al 6 1

Uenerator off
a Train of
Impulses, U --

Apart
ii Seconds

Speech

Genesrator of
:-- I :Impu-ses that

r1 kccurat Rando U -

STimes (Poisson-4

-I Figure 11-2 A Model for Speech Synthesis that is Equivalent to the Model in
Figure 11-1.

U (w. is given by Equation (-S.i
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111. -- Continued,

It was deduced in Section 3 that the ear is designed in such a way as to

characterize tMe transfer functions of the filters F (w) and F ()Figure 1-21 in terms-W! v f u  . 1--,i e

of their pouier series spectral coefficients, Furthermore, a specific method has been

deriued for urocessing the data at the output Af the ear's critical bandwidth filter bank.

Receiver conmfigurations *- detect a given set of coefficients (by implementing a likeli-

Jhood ratio test) or to estimate the coefficients of an unspecified filter (hi maximium

likelihood estimation) were leduced in Section 4. A complete receiver specification

has thus been obtained for both detection and estimation.

I The above do-ductions could have been made without the added insight that

t£has been pro% ided by animal echolocation studies. Nevertheless, it has been observed

that signals with transform U (w) (Equation 2- 8 and Figure 11- 2) are actually uiiiized

by both bats and cetaceans to characterize a linear filter (. e.. a nonplanar sonar1 target). This observation was, of course, the impetus for a interpretation of the

*auditory spectrum analyzer as a device for power series spectral characterization.

JMore imoortant. animal echolotati-n signals provide evidence that the speech sy rhe-

sizor in Figure 11-2 is more than a convenient mathematical model. Animal Sonar

J~strongly suggests that the human brain interprets speech exactly as if phonenes were

avo.'t-e sized by the -model shown in Figure 11-2.

Anals that echolocate are forced to utilize s'nar signals that are coni-

Snensurate with t-eir built-in receivers. The same reasoning impfllies that humans

are also forced to utilize iemmunication signals that are commensurie with their

y *ailt-in sound analyzers. The optimum p-ocessing methods of Section 4, together

-ith critical bandwidth [lte trn--sfer functions, should therefore yield an extremely

H-3

VMA
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I simple characterization o? speech. A reasonable hypothesis, then, is that if Taylor

series spectra analysis is applied to speech, the basic information-carrying parameters

of the speech wavefo mn should be obtained. Access to these parameters would greatly

simplift- the computer understanding of speech, as well as data compression for trans-
misskun of speech.

Finally, one can apply the foregoing ideas to a very interesting topic - the C

analvsis of animal communication signals. By determining the appropriate coefficients
of cetzean communication sounds, one can compare the dat rate with that of humans.

The analysis may also provide a method for computer understanding of cetacean speech

i (if there is such a thing ), as well as that of human beings.

" ~Some cbsen-ations concerniag exhat~ge of information between c-etaeeas are disrusped
on pag-es 55-5 Uof I,. Stenuit's book-. 69

11-
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12. SUMMARY. -

A particular set of signals provides an excellent match to the measured

echolo;ation clicks of both Tursiops truncatus. the Atlantic boalenose dolphin, and

t Mxotis lucifugus, the little bro-wn bat. This signal set can be derived in. rt least n'o

different -,ays. The deria-ions are based upon observed properties of s n-- targets.

= the animals' auditory systems, or the measured signals themselves.

The derivations incorporate new ideas concerning sonar target characteri-

zation, mammalian auditors processing, and modulation theon. Each new insight is,

ffin turn, pregnant nith man% applications that seem far removed from the rather esoteric =

S-desire to formulate a unified tL-eory for animal echojocation .

The fir derivation is based upon the concept that sonar targets can be

characterized b their transfer functions, just as in linear system theory. An mpli-
cation of this concept is that proper signal and filter design can accomplish automatic

clutter rejection and target recognition, on the by.sis of reflector shape. A separate
theori of sigfal-filter design for signal to interference ratio maximization can thus

be applied independent of animal echolocation systems.

The second derivation is based upon t-e concent of a linear fi!tering sycidm

J to determine the snectral Taylor series coefficients of ant inmit sigal. Once the system

has been mathematically defined, it is hard to ignore its similarity to psyehoaeoustic

models of the mammalian auditor, processor. Furthermore, the system's operation

(based on likeiihood ratio testing and maximum likelihood estimation- Is e-Mn simple,

j~"provided that the processed sigal snectra can be written as a produc F ( _--);

127M
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F (w) is unknown and I. (wp belongs to the set that h.as already been matchled to bat and

porpoise echolocation clicks. Obviously, if U (ccl is used as a transmitted sonar ?.115e,

-all echo spectra have the required form.

The above argument not nby constitutes an alternate derivation of bat and

I dolphin sonar signals; it also provide s insigh t into the workings of the humnan auditory ~i
system. ParticularLy important is the assertion that humnan speech is both synthesized

and char-acterized by the Taylor series coefficientis of F Iza where the speech wrave-

form itself can be written as the, product F fix) U (to.

In a recnt article in Nationlal Ceoap A. Novtick stated that "research

on these hi-ghlvI- snecialize-d mammnals Ibats J may help explain how ron s brain proces-

--sznfrm~ation. The basic design of a brain - be it manns or bat'ls - is much the sa'Tne

j lv trackingr the processing of sound through a bat's borain, which is muon simpler- than
man', w ho o~d a. ct-d mn. 70

man's, we hoe to understiad how sound is coed an.aly-zd, grjateiL and ce u!n

T he second derivation indicates that Dr. Novick's hopves have a firmi foundation in mnathev-

mnatIcal Modeling as wel as in physiology.

Taylor- series s-necc-'l analysis leads to another- interesting rnesult-Mli

if v ia of two time futnctions or of two frequency functions can &edscribed by the samez
typ of transformntion i the frecencv domnain, if' 'Talorie ictsare- zsat

nesc r-n the signais. For thinsue wet n o-rpoises, multipliaia by a
rn .n thetiined--stain (Ino6larioul nili iat -ante in t

frequ-ency zomain (-i-near filatering). can have the same effect-. r'- 5 sutcnbaple

to chiaractierization of utimx-ayig linar systems. Suech an applikation iz unt.&
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-A. I Der-tvaton of Signals.

The theory in this repart is based upon the idea that an echo from a sonar

taret ca- be expressed as a linear transformation of the transmitted signaL Targets

can therefore be characterized by their transfer functions, just -as liner filters are

characterized in electrical enginuyeering. The target transfer function can be parvimetei-
= ized by exp anding the function in a Taylor series, i.e., a polyoinl in freqency

whose coefficients describe the One is then faced ith the task of dete±,uing

the Taylor coefficients.

in order to estimate the coefficients with a minimum of mathematical data

manipulation, one should use a signal that becomes uncorrelated with itself when its
n

Fourier transform is multiplied by w n 0, 1, ... N. If such a signal exists, a

! bank of filters can be used to decompose echoes into components whose amplitudes are

the desired target coefficients.

One set of functions that become uncorrelated when they are multiplied

71 bvw has the property chat

I i
uorgeter=wit the popertythat

-N I
NI
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I PtA -- ~~~Continued. ~f 1()i~/t w

X (7,-k) = d

- forAt TU (A-2)

In Equations (A-i) and (A-2, U (w) is the Fourier transform of thej Analyic signal u(1 and IXu i"r .2 +

'ii l(ak I is tw wideband ambiguity fnction of the

signal. The ambiguity tanctIon describes the response of tOe filter U* (w) to the energy

normalized signal 2 (/k ) .

T1 6 derive the s.vj-als thatt satisf Equation (A-!), we consider a morer

general condition;

tl

13 (w) C(P) 13 4 ) A-3)

A r
wherep isax'vrealnumbr. Dfferntiaing bth sdes f (A3) wth rspec tor



L- lg-

Byvsetfti- P0n(fA-3), IisMeint tha

Intgraingboth aide&s of (A-511 and using (A-6)1

loc(&ilotk log k cstn

U V4(rntn) ev e ' -

__ nr h peca c P n intieger, U (.j4 can be ultiplied b- anyv funt Ii F (A 1'it

the prmerty tha

Ftc/k)= Fc .w (A-8)
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A. 2 -Ambiguity Function.

T ie widebaA. ambiguity function of an Analytic signal with Fourier trans-
jformU (cc)and E =1 is

2 iWY (T, S) f/ U XW) TJ* (W/S) e- d w

0 (A- 13)

For the functions (A- 12),

n) -nv 2/2
UJ(e/ k) k W 1(W) (A-14)

so that

n n v n 2w 1(w) =k U~/)(A- 15)

'Ii i. e.,
n2

C kn n/ (A-16)
nI

in (A-i1).

Using (A-14), mc~ 1w

2

~~~A 127)f
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A. 2-Continued.

U Using (A-15),

U(/km) . (A-18)
U kUU km)k

Substituting (A- 18) into (A- 17),

2
2k 2 -m -m f m 2 -jw'IX (r'k~m )I = J / ~wk)

I= -m- e -jkd I 2
t-2 0

_ =- k Iuu ("m )I (A-19)

_ where R u (T is the signal's autocorrelation function ;2 r

,, u {- uF t u*(tr dt

f

S(0)J2 = u2 =

An-

2!u! (0) u

A-
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A. 2 -- Continued.

Therefore,

2m 2 -2m2
-~max IX~(T.k )V = k(-1

2m) 2In Equation (A- 21), max Y,) (T, k )Iis the m-aximum output
uU
2m

powver of a filter with a scale mismiatch of k .For examiple, the signal could have

K -n/2Fourier transform k w ,while the transfer function of the filter could be

mratched to a different signal with scale factor kn4~ + e. U(wk

I Equation (A- 21) gives the maximum power at the output of the filter when the mismatched

signal Is applied to the input.

A-A

A- 7
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A. 3 Mean Square Bandwidth.

UThe mean square bandwidth (INSBWV) of a function is defined as the difference

(MSBWI 2 D 2 CO

C.

where

2 21 2 Uw) 2 d/£(-)

0

11= - ~ I1(w) 2 dw- 1E (23)

0

and

U d f (A- 24)

3 From (A-15',

S2, 2 2 2v+ 1 9 (A-5I
I U(LT :J.Uw) M k jU(w/ k) IVA 5

andI
2 1/2 A ~ 1' / 9 1

I ~ ~ - 5w I=bw k IU(w/ k) (-26

I A- 8
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I A - 3 -- Continued.

In (A- 26), It is assumed that the periodic function G (log o I log k) in (A-12) has the

-property that 0 (x tEAl 2) G C (x).% Using (4A- 24 and (A- 26) to~ evaluate --A- 22) and

(A-23),

D U 2c/k) d E

k (A-27)

-~ I c = kv + 1/4 f / U Wk1I 2) . 2 d t E
S 0 Ju

0

= k"' 3 1 4  (A-28)

Therefore,

AI V
9 2v 2 2v-3/2 2V 3/2 1/2

(MSBW k k k (k -1) (A-29)

zIJ Foe ' 0,

- 3/4 if/2 1)!/2
MSBW-- k (k - 1)

|3

A
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A. 4 Approximate Fourier Transforms.

it is difficult to obtain exact, closed form expressions for the inverse

Fourier Transforms of the funetions (A-12), where, for example,

-1 -n iog (J. 0 t g
G(logw logk) = e 2 (A-30)

It is relatively easy however, to obtain approximate expressions for u (t) by using
79 73

the stationary phase principle.

First, we obtain an integral with limits (-, ) by changing variables;

g ' -w)/2l ogk -j2 nlog /Ilogk iwt(t o e 2 e e d ,

2
(v - o cW 2 olog k -j 2 znw/logk jte

11 j t  - ) d 1 1

11

(A-)

According to Papoulis (ref. 73, pp. 140 - 141),

JtIU (w o o

Utw~~e 27t~p(O

0
w 1e re Sgn:() 'w

< 0 (A-I)

CE
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§ AA. 4 -- Continued.

and where

w c the stationaryvpoint oftpo) L6., the value ofwcowherep'A (wc) 0.

SI , U

'For the expression in (A-S)

p - -N = eo ( z a t) -34) i

I t

e Z/4-15
U

:+ i

°I ° i

Utha

e'(z/ = e -zft t (A-3)£I _o

a A

-- -a
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j. -- Ccnt!ntued.

From (A-37), we see that

Sgn p (w ) = Sgnt if z > 0. (A-38) 

Substituting (A-34) - (A-38) into (A-.32), we obtain

212
Se(v log(2tn/ tlogk) - [log(2 n/ tiogk)j / 2logk

42rt j2w.n/t log k

Z0 2r n Zrn Izr ien~ '~
t ' log e(/4S t

t tlogk tk lk '4 St

J~ lo k lo

-t (ot k) vle -[o *~)-ig]2 lg

2n 
(222~L /2 ej [kok 1lg~logk>SgltJ

o~ k 1> -log -

2 n Sgn t 1

i, 1I ASg 1 1 2 (2zrn\ veil 2 t-(+ l)e fogQ ) 2 ,log kJ (2 log/

-l[og ti /2 og k log lfJ/logk
e t

A

j A-i2
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3 A. 4 -- Continued.

-itog j og k lg

_I- [Complex 1osat t

2 n~og t'oOlog ] t 1/2)

og 2 e (iocnIt)g/2 (A-39)

or

e - (log t) _/2 logk ej log t P)1/2

i.A-40 )

it becomes apparem that (A-40; is onlv an apprxn imation- when one attempts to verif- V

the functional relationship

I dI u(t) = C u(kt) (A-41)

> T The left hand side is

(t) g lot *2rTn 4
U - Iki. (A-42)loggk l og k

A-13

I,



-MOM

.A. 4 -Continued.

adt r~i, hand side is

so that

-oI
dt

I unless t~i

A-I1


